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ABSTRACT

In the rapidly evolving landscape of Artificial Intelligence (AI) and business ethics, a
critical area of focus has emerged: the willingness of leadership to assume responsi-
bility for AI-generated content in decision-making processes. While the current public
discourse predominantly addresses AI’s impact on customer service, potential biases,
and job displacement, etc., a less explored yet significant aspect is how AI reshapes
tasks and roles within organizations, particularly in decision-making. AI’s capability to
analyse vast data sets expeditiously supports both operational and strategic decisions
across various sectors. However, this support comes with ambivalent outcomes, rang-
ing from enhanced efficiency to risk of taking decisions with negative business impact
based on AI outputs with hidden biases. Such ambiguity can undermine trust in AI, espe-
cially when the rationale behind AI-generated recommendations is opaque. The central
question of this paper will be the extent to which leaders are prepared to be account-
able for decisions made based on AI insights. This encompasses scenarios where leaders
themselves develop AI-driven decision foundations as well as when such bases are pre-
pared by their teams. Additionally, the perspective of top management will be examined,
specifically their expectations regarding the plausibility and responsibility attribution in
AI-supported decision-making, even when the decision path is not entirely transparent.
In understanding the adoption of AI in decision-making, key factors influencing trust and
usage of algorithms emerge. Research suggests that trust extends beyond algorithm
accuracy, significantly influenced by social validation such as prior adoption by others,
which can reduce cognitive load and improve engagement. Furthermore, cultural and
age differences play a crucial role; for example, older adults may exhibit higher trust
in automation compared to younger individuals. Additionally, the expectation of near-
perfection performance from automated systems can lead to scepticism, especially when
an algorithm falters, impacting ongoing trust and usage. These elements are vital in eval-
uating the readiness to assume responsibility for AI-generated decisions in the workplace.
This paper aims to identify and categorize those criteria that have a central effect on the
willingness to assume responsibility for AI facilitated decisions and AI generated content
in companies. Those categories may later serve as a framework to be considered by man-
agement when adopting a strategy concerning their policies for AI based decision-making
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INTRODUCTION

The advent of artificial intelligence (AI) in the workplace has heralded a new
era in the dynamics of content creation and management, bringing to the fore-
front the critical issue of assuming responsibility for AI-generated content.
This paper embarks on an exploration of the factors influencing employees’
willingness to assume such responsibility. Drawing upon the framework of
technology acceptance models (Davis, 1989), we delve into individual psy-
chological attitudes towards AI, reflecting on the perceived ease of use and
perceived usefulness as determinants (Venkatesh and Davis, 2000), and the
influence of AI as an automated system and the additional dimensions this
brings to the acceptance not only of the technology itself, but identifications
with its’ outputs as part of organizational processes and activities.

Furthermore, the study expands its scope by incorporating insights from
organizational behaviour studies (Robbins & Judge, 2019), examining how
organizational culture, ethical guidelines, and leadership styles collectively
shape this willingness. Acknowledging the complexity of AI ethics and
governance (Mittelstadt et al., 2016), the research also considers broader
ethical and legal frameworks impacting employee responsibility. Three focus
research questions have been investigated as part of the project:

• Which traits in leaders enhance willingness to assume responsibility for AI
based decisions?

• Which traits of AI systems are influencing the identification with AI based
decisions?

• Which role does an organisation’s culture play in the willingness to assume
responsibility?

Through this multifaceted approach, the study aims to contribute to the
literature on AI in the workplace by offering a nuanced understanding of the
interplay between human and artificial agents in professional settings, thus
providing valuable insights for organizations in the effective and responsible
integration of AI technologies.

Which Traits in Leaders Enhance Willingness to Assume
Responsibility for AI Based Decisions?

In the context of integrating Artificial Intelligence (AI) into decision-making
processes, a pivotal question arises: What traits in leaders amplify their
willingness to assume responsibility for AI-generated decisions? The explo-
ration of this question leads into the complex interplay of human psychology,
technology acceptance, and leadership qualities within an organizational
setting.

Some hints to answering this question may be found in a study carried out
by Alexander et al. The authors examined neurophysiological reactions and
task execution as their participants were engaged in solving mazes (Alexander
et al., 2018). They found some patterns that may potentially be applied to
the adoption of AI as well.

One of the traits they looked at was trust: The willingness of a person to
trust and subsequently take responsibility for AI-based decisions is intricately
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linked to their perception of the technology. The study illustrates some of the
nuanced factors influencing this trust. Notably, the adoption of algorithms
was significantly influenced by social validation – information about others’
adoption showed to reduce the subjects’ cognitive load and enhanced perfor-
mance. This insight suggests that leaders who value social proof and collective
experience might demonstrate greater openness to integrating AI into their
decision-making process when the technology is already being used by other
colleagues.

Furthermore, according to the study, leaders’ trust in algorithms can also
be influenced by dispositional trust, which may vary with culture, age, gender,
and other personality traits. For instance, as per them, older adults showed
higher trust in automation compared to younger individuals. This might in
turn be reflected in their leadership styles and decision-making approaches,
when AI is involved. Additionally, cultural factors like politeness norms might
affect how leaders perceive and interact with AI systems (Nass et al., 1999).

Alexander et al. found that those subjects in their study that were of the
opinion that “others are generally trustworthy” showed a willingness to use
an algorithm more than two times higher than other participants. Thus,
more trusting leaders might also be more inclined to accept an AI influenced
decision making process.

Interesting insights also emerge from the physiological responses to AI
usage. Alexander and colleagues found that algorithm use was associated
with a decrease in heart rate, indicating lower stress levels when relying on AI.
Conversely, those solving tasks without AI assistance experienced increased
heart rates, suggesting higher arousal or stress. For leaders, this could imply
that reliance on AI might offer a more relaxed decision-making environ-
ment, potentially enabling clearer thinking and better judgment. Which in
turn might make the use of AI more appealing to them.

Apart from a person’s reactions and attitudes towards algorithms and AI,
other – more general – factors might also play a role in the willingness
to assume responsibility for actions and decisions prepared by them. For
example, an individual’s demand for decision autonomy and their desire to
avoid responsibility should not be overlooked. Leaders’ willingness to assume
responsibility may, among other things, be influenced by their desire for
autonomy and authority, with individual and contextual characteristics play-
ing a significant role. Men, for example, seem to be more likely to demand
both autonomy and authority simultaneously. Additionally, individuals with
presumably more regard for others tend to be more cautious when making
decisions on behalf of those (Ertac et al., 2020).

Apart from a person’s desire for authority and autonomy, their qualifica-
tions and their overall willingness to lead should also be considered when
examining this research question. According to Li et. al., the willingness
to lead and a person’s individual qualifications come into play at an ear-
lier stage of the person’s work life: they tend to influence the selection of
leaders. When the “willingness to lead” is considered as crucial in a selection
process, than less women than men get chosen for those leadership positions,
because the men are viewed as more willing to lead than their female counter-
parts (Li et al., 2021). Considering that women seem to also react differently
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to algorithms (Alexander et al., 2018), the recruiting process and choice of
characters in an organisation might also be factors influencing how willing
their staff are towards opting for adaption of AI based decision-making.

Reading the above, it may appear that an individual’s personality traits are
stable and consistent and thus their approach to AI based decision-making
would also be consistent. However, personality traits and the connected lead-
ership decisions may vary depending on the environment: In situations of
crises, the same personality traits are applied differently than in regular times
and may lead to different leadership styles (Damti and Hochman, 2022).
Thus, patterns in the willingness to assume responsibility for AI based deci-
sions that are observed based on individuals’ characteristics might have to be
examined in different situations to ensure their viability throughout changing
environments.

In summary, a leader’s willingness to assume responsibility for AI-
generated decisions is multifaceted, influenced by factors such as trust in
technology, social validation, cultural and personal predispositions, and even
physiological responses. Understanding these traits might be a tool to guide
organizations in identifying and nurturing leaders who can effectively and
responsibly integrate AI into their decision-making processes.

In the next section of the paper, the focus will shift from the individual,
internal perspective to the technological facets of AI itself that may influence
the identification with AI based decision-making.

Which Traits of AI Systems Are Influencing the Identification With AI
Based Decisions?

Focusing on AI itself, there are various elements of this technology that
impact the identification with AI-based decisions and content.

Transparency and Explainability: Understanding how the AI makes its
decisions is vital. People are more likely to trust and identify with AI deci-
sions if the process is clear and understandable (Ribeiro, Singh and Guestrin,
2016). This is a key reason for the rise of explanable AI in recent years which
has the potential to greatly contribute to the acceptance of more autonomous
AI systems (Arrieta et al., 2020).

Accuracy and Reliability: Davenport and Ronanki (2018) highlight the
importance of accuracy and reliability in AI systems, noting that consistent
and correct outcomes are crucial for building trust and identification.

Fairness and Unbiased Decision-Making: Utilizing AI systems with low
bias and that make fair decisions, especially regarding gender, race, and other
personal attributes, is critical. People are more likely to identify with decisions
perceived as equitable and impartial. The critical role of fairness and unbiased
decision-making in AI is discussed by Selbst et al. (2019), who delve into the
challenges of ensuring AI systems are free from biases.

User-Friendly Interface and Interaction: How users interact with the AI,
including the intuitiveness of the interface and the clarity of information pre-
sentation, greatly affects their acceptance and identification with AI decisions
(Bader and Kaiser, 2019).
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Ethical Considerations and Alignment with User Values: Decisions that
adhere to ethical standards and align with the users’ values and societal norms
are more likely to be embraced (Jobin, Ienca and Vayena, 2019). This includes
respecting privacy and considering the broader impact of decisions on society
(Manheim and Kaplan, 2019).

These are five key AI system traits that will determine willingness of
accountability for AI content. The subsequent section will discuss the role
of organizational culture in this context.

Which Role Does an Organisation’s Culture Play in the Willingness to
Assume Responsibility?

The role of an organization’s culture and the willingness to assume responsi-
bility for AI-generated content involves aspects of organizational behaviour,
management theory, and ethics. Organizational culture, as defined by Schein
(2010), encompasses the shared values, beliefs, and practices that dictate how
members of an organization interact among themselves and with external
entities. This will be a basis to discuss an organization’s approach to AI and
its outputs as part of its AI readiness (Jöhnk, Weißert and Wyrtki, 2021).
Through this lens this paper looks at five aspects that can be considered key
factors for organizations: ethical orientation, risk perception and manage-
ment, leadership and governance, knowledge and understanding of AI and
transparency and openness.

Ethical Orientation: The ethical orientation of an organization is a pivotal
factor. Treviño et al. (1998) emphasize the importance of an ethical work cli-
mate in shaping members’ behaviour and decision-making. In organizations
where ethical standards and accountability are prioritized, there is likely to be
a higher inclination to assume responsibility for AI-generated content. One
basis of this would be integrating clear ethical guidelines for AI use into the
organizational culture.

Risk Perception and Management: How an organization perceives and
manages risk, as discussed by Slovic (2016), also plays a crucial role. Risk-
averse cultures may exhibit a lower willingness to assume responsibility for
content that only has limited transparency in the process of its creation.
In contrast, risk-taking cultures may embrace AI and its content as part of
innovative endeavours.

Leadership and Governance: The influence of leadership in shaping orga-
nizational culture is well-documented (Bass and Bass, 2009). Leaders who
demonstrate accountability for AI-generated content can influence their orga-
nization’s stance on responsibility. Furthermore, effective governance struc-
tures around AI usage, as proposed by Floridi and Cowls (2022), reinforce
the significance of responsibility.

Knowledge and Understanding of AI: An organization’s collective under-
standing and knowledge of technology, as highlighted by Hirschheim and
Newman (1988) and Kim and Kankanhalli (2009), can impact the willing-
ness to assume responsibility. Cultures that encourage continuous learning
and possess a high level of AI literacy are likely more confident in their ability
to oversee AI-generated content responsibly.
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Transparency and Openness: Transparency and openness in organizational
culture, as advocated by Bennis et al. (2008), foster a greater willingness
to assume responsibility. This would likely extend to clear communication
about AI systems’ capabilities, the data they use, and their decision-making
processes, as well as the foundations of assuming responsibility for any
decisions taken on such basis. As such this transparency would facilitate
accountability and responsibility in AI deployment.

In summary, it can be assumed that the different factors of an organiza-
tion’s culture significantly influence its approach to assuming responsibility
for AI-generated content. This influence is manifested through the organiza-
tion’s ethical orientation, risk management strategies, leadership styles, level
of AI understanding, and commitment to transparency. They are used as
a basis for the AI management responsibility model presented in the next
section.

AI ACCOUNTABILITY WILLINGNESS FRAMEWORK

It is clear that a narrow focus on AI adoption will likely miss important fac-
tors that subsequently hinder an organization to be managed effectively. To
address this, the identified factors have been further synthesized into a frame-
work that provides an overview of relevant criteria for the willingness of
assuming responsibility for AI generated content. It encompasses the most
relevant factors from all three dimensions that were observed earlier.

Figure 1: AI accountability willingness framework.

CONCLUSION

Drawing on fields such as organizational change, technology adoption as well
as leadership, relevant factors influencing willingness for accountability for
AI generated content were identified in this paper. It also shows overarching
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categories that bring a general structure to this field. These categories and the
corresponding factors may provide organizations with a structured approach
to AI adoption with the focus on bearing AI accountability in mind, poten-
tially allowing for a more efficient introduction of this key technology into a
company.

The framework allows for further research to test and evaluate the iden-
tified criteria to further refine future approaches to accountability in this
important field. As with any AI-related research, the highly dynamic devel-
opments of the topic will require constant re-evaluation of findings and their
academic and practical implication and relevance.
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