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ABSTRACT

This study aimed to quantify and compare user trust when interacting with a web-
based depression screening app, where outcomes were labeled as either AI-generated
or doctor-generated. The app calculated a depression score based on user input and
presented two screening outcomes, one labeled as “doctor-generated” and the other
as “AI-generated.” Participants were then asked to select the outcome they trusted
the most. Seventeen individuals participated in the study. Despite identical outcomes,
11 participants chose the AI-generated outcome (group-AI), while 6 selected the
doctor-generated outcome (group-DR). To assess user trust (also attention), electroen-
cephalogram (EEG) signals were recorded during the task, focusing on Alpha (Pz) and
Beta (Fc1, Fc2) channels. Attention was measured through Alpha activity at Pz, while
trust was assessed through Beta activity at Fc1 and Fc2. Post-intervention, participants’
perceived trust in the outcomes was measured using a survey. The mean normalized
power spectral density (PSD) values were calculated and correlated with the survey-
based trust scores. Comparisons of PSDs and trust scores were made both between
and within the AI and DR groups. Results showed that the mean PSD value for attention
(Pz) was 0.116 µV2/Hz, while the values for trust (Fc1 and Fc2) were 0.648 µV2/Hz and
0.646 µV2/Hz, respectively. The mean trust score for the AI-based outcome was 3.118,
compared to 3.235 for the doctor-based outcome. A weak to moderate correlation
was observed between survey trust scores and PSD values in Fc1 and Fc2. Group-
AI exhibited lower Alpha power at Pz (0.108 µV2/Hz) and higher Beta power at Fc1
(0.660 µV2/Hz) and Fc2 (0.659 µV2/Hz) compared to group-DR, which showed higher
Alpha power at Pz (0.131 µV2/Hz) and lower Beta power at Fc1 (0.626 µV2/Hz) and Fc2
(0.621 µV2/Hz). In conclusion, our findings suggest that while participants may express
marginal preference for doctor-generated outcomes in self-reported trust, their EEG
data reveals a nuanced picture where those choosing AI-based outcomes may exhibit
higher levels of trust on a cognitive level.
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INTRODUCTION

Depression has emerged as a significant public health challenge, with
particularly severe impacts on younger populations (Zhdanava et al., 2021,
Bitsko, 2022). As traditional mental health services struggle with accessibility,
digital mental health technologies have shown great potential to provide
scalable solutions (Bakker et al., 2016, Torous et al., 2018, Chung et al.,
2018, Ramos et al., 2019). Among these technologies, AI-based mental
health applications have seen significant growth. Powered by large language
models (LLMs), these tools are increasingly used for mental health screening,
therapeutic interventions, and conversational support. However, as these
AI-driven tools become more prevalent, it is crucial to understand how users
perceive, and trust outcomes generated by AI compared to those generated
by human doctors.

Trust in AI presents a double-edged sword. On one hand, users might
develop a blind trust in AI-generated outcomes simply because of the
perceived authority of AI, without critically evaluating the quality and
reliability of the information provided. This could lead to over-reliance on
AI, potentially neglecting the nuanced judgment that human clinicians can
offer. On the other hand, under-trust in AI-generated outcomes solely because
they are AI-based could prevent users from benefiting from innovative and
effective solutions, especially if these tools have been rigorously validated and
offer high-quality care (Choudhury and Chaudhry, 2024). Both blind trust
and under-trust are undesirable, as they can respectively lead to misuse or
underutilization of AI in mental health care (Choudhury, 2022). While there
has been growing interest in assessing user attention and trust in digital health
applications, research has largely relied on self-reported data tomeasure these
constructs. Such perception based self-reported measures, while useful, are
prone to biases such as social desirability and inaccurate self-assessment,
which can distort the true relationship between perceived trust and actual
behaviour. Thus, objective measures of trust, such as neurophysiological
assessments, are needed to gain a deeper understanding of how users engage
with AI-based mental health interventions.

The aim of this study is to quantify and compare user trust when
interacting with a web-based depression screening app when outcomes are
labelled as either AI-generated or doctor-generated. By using electroen-
cephalography (EEG) to measure neurophysiological responses, this study
seeks to provide a more objective assessment of trust, bridging the gap
between perceived and actual user engagement with AI in mental health care.

METHOD

The study received ethical approval from the West Virginia University
Institutional Review Board under protocol number 230782097. To conduct
the research, we developed a web-based mental health application called
“My Friendly Mind,” designed to screen for depression using self-reported
data. Participants were instructed to use the app in a controlled environment,
ensuring consistency across the experiment. During the session, participants
answered nine questions derived from the patient health questionnaire, a
widely used tool for assessing depression severity (Kroenke et al., 2001).



1408 Shahsavar and Choudhury

Based on their responses, the app generated a depression score for each
participant. To assess trust and attention, the app presented participants
with two identical explanations of their depression score. However, these
explanations were randomly labeled as either an “AI-outcome”or a “doctor-
outcome.”Participants were then required to choose which result they trusted
more. By keeping the outcomes identical, the study eliminates confounding
factors related to the quality or accuracy of the diagnosis or recommendation.

Materials

Each participant used the app for approximately 30 minutes, during which
they signed up, answered depression screening questions, and eventually
reached the screening outcome page. Throughout the entire session, EEG
signals were captured using a 32-channel water-based Bitbrain device
configured according to the international 10–20 system. Electrodes were
placed at the following positions: Fp1, Fp2, Fpz, AF3, AF4, F7, F3, Fz, F4,
F8, FC5, FC1, FC2, FC6, T3-T7, C3, Cz, C4, T4-T8, CP5, CP1, CP2, CP6,
P3, Pz, P4, T5-P7, Poz, T6-P8, O1, Oz, and O2. The reference was set to
the average of the linked mastoid electrodes, and the ground electrode was
positioned at AFz.

In this study, we specifically extracted and analysed EEG data only from
the period when participants were on the screening outcome page, where they
read their results and made a choice between the AI-generated and doctor-
generated outcomes. Immediately following the experiment, participants
completed a survey designed to assess their perceived trust in the screening
results. The survey consisted of two questions, each rated on a Likert scale
ranging from 0 (Not at all) to 4 (A lot), as detailed in Table 1.

Table 1. The trust survey questions.

Variable Questions

Trust in AI outcome How much do you trust the assessment outcome of
your depression according to a validated and trained
Artificial Intelligence System?

Trust in doctor outcome How much do you trust the assessment outcome
according to a Patient Health Questionnaire, a
common tool used by doctors?

Data Analysis

Participants who selected AI generated outcome were termed as Group -AI
and those who selected doctor-generated outcome were termed as Group-DR
throughout this study. We used MATLAB to calculate the absolute Power
Spectral Density (PSD) values for alpha (8-13 Hz) and beta (13-30 Hz) band
frequencies from the 3 channels of Fc1, Fc2, and Pz. The EEG signal was
filtered using a digital elliptic bandpass filter with a low cutoff frequency of
0.5 Hz and a high cutoff frequency of 35 Hz, involving an 8th-order low-
pass and a 4th-order high-pass filter, both implemented using ellip function
with a passband ripple of 0.1 dB and a stopband attenuation of 70 dB. We
also applied the filtfilt function for zero-phase filtering, with a sampling rate
of 256 Hz. After filtering, artifact removal was performed which excluded
data segments exceeding three times the standard deviation or 90% of the
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maximum signal value, ensuring data clean from artifacts such as eye blinks
and muscle movements for analysis. Power spectral density was estimated
using the pwelch function (Welch, 1967), where a segment of the filtered
signal was divided into overlapping windows. For each window, the PSD was
computed using a Fast Fourier Transform. The absolute power values for the
alpha and beta bands were then extracted and normalized to obtain relative
power, facilitating the comparison of frequency activity across channels.
We used JASP software (Love et al., 2019) to conduct correlation, Mann-
Whitney U independent t-test and Wilcoxon signed rank paired t-test to
compare the survey and PSD results between group-AI and group-DR.

RESULTS

Seventeen individuals participated in the study. Participants had a mean age
of 24 years and 12 females. Out of 17 participants in the study, 11 were
group-AI and 6 group-DR.

Quantitative Measures

User attention during the task was indicated by alpha power activity in the
parietal region, with a mean normalized PSD value of 0.116 µV2/Hz at
Pz, while trust was represented by frontocentral beta power activity, with
mean normalized PSD values of 0.648 µV2/Hz at Fc1 and 0.646 µV2/Hz
at Fc2. Figure 1 presents the topographic map of all 17 participants across
32 channels during the task.

The mean trust score for the AI-based outcome was 3.118, compared to
3.235 for the doctor-based outcome. A weak to moderate correlation was
observed between trust in the AI-based outcome and the beta normalized
PSD values at Fc1 (r = 0.167, 0.217) and Fc2 (r = 0.118, 0.223). Similarly,
trust in the doctor-based outcome showed a weak to moderate correlation
with Beta PSD values at Fc1 and Fc2, reflecting the complex relationship
between perceived trust and neurophysiological indicators of trust.

Comparing User Trust and Attention

The mean normalized PSD values for Group AI were Pz = 0.108 µV2/Hz,
Fc1 = 0.660 µV2/Hz, and Fc2 = 0.659 µV2/Hz, while for Group DR,
the mean PSD values were Pz = 0.131 µV2/Hz, Fc1 = 0.626 µV2/Hz,
and Fc2 = 0.621 µV2/Hz. Figure 2 illustrates the comparison of these
PSD mean values between Group AI and Group DR. Statistical analysis
revealed no significant differences between the groups for Pz (P = 0.180),
Fc1 (P = 0.884), and Fc2 (P = 0.808).

Figure 3 shows the difference between group-AI and group-DR normalized
PSD values. The differences indicate lower alpha power and higher beta
power activities in group-AI compared to group-DR.However, these different
were not statistically significant.

Table 2 summarizes the descriptive statistics of the participants’ perceived
trust levels in AI-based and doctor-based outcomes for both group-
AI and group-DR. Participants in group-DR (those who selected the
doctor-generated outcome) showed higher trust in doctor-based outcomes
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Figure 1: Mean power spectral density (PSD) across 32 EEG channels during the task.
The colour scale represents PSD values in microvolts squared per hertz (µV2/Hz),
with warmer colours (red) indicating higher PSD values and cooler colours (blue)
indicating lower PSD values. The map illustrates the distribution of Alpha and Beta
power across the scalp, with notable activity observed in frontocentral and parietal
regions, reflecting user attention and trust during interaction with the depression
screening app.

Figure 2: The mean of normalized PSD values for Alpha (Pz), Beta (FC1, FC2) activity
between participants in Group AI and Group DR during the task.

(Mean = 3.333) compared to AI-based outcomes (Mean = 2.667).
Participants in group-AI (those who selected the AI-generated outcome)
displayed relatively balanced trust levels between AI-based outcomes
(Mean = 3.364) and doctor-based outcomes (Mean = 3.182).

Table 3 presents the results of paired t-tests comparing trust in AI-based
outcomes versus doctor-based outcomes within each group (group-AI and
group-DR). For group-DR, there was a marginally non-significant difference
in trust between AI-based and doctor-based outcomes, suggesting a trend
towards higher trust in doctor-based outcomes. Similarly, for group-AI, no
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Figure 3: Mean normalized power spectral density (PSD) in microvolts squared per
hertz (µV2/Hz) for alpha and beta frequency bands across two participant groups:
Group AI and Group DR. (A) Alpha-band activity for Group AI; (B) Beta-band activity
for Group AI; (C) Alpha-band activity for Group DR; (D) Beta-band activity for Group
DR. The colour scale represents the PSD values, with warmer colours indicating higher
power and cooler colours indicating lower power.

Table 2. The question’s descriptive for group-AI and group-DR.

Measures Descriptive

Group Question Mean (SD) SE

DR Trust in AI-based outcome 2.667 (0.516) 0.211
Trust in doctor-based outcome 3.333 (0.516) 0.211

AI Trust in AI-based outcome 3.364 (0.809) 0.244
Trust in doctor-based outcome 3.182 (0.751) 0.226

SD: standard deviation; SE: standard error

significant difference was found between trust in AI-based and doctor-based
outcomes, indicating that participants in this group viewed both outcomes
similarly in terms of trust.

Table 3. Comparing trust in AI-based outcome, doctor-based outcome and the app for
group-AI and group-DR separately.

Measures Paired t-test

Group Questions (P value)

DR Trust in AI-based outcome ∼ Trust in doctor-based outcome 0.072
AI Trust in AI-based outcome ∼ Trust in doctor-based outcome 0.530

Table 4 shows the results of independent t-tests comparing trust levels
between group-AI and group-DR for each trust measure. The comparison
between groups for trust in AI-based outcomes approached significance,
suggesting a potential difference in trust levels between group-AI and group-
DR, with group-AI tending to trust AI-based outcomes more. No significant
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difference was found between the groups regarding trust in doctor-based
outcomes, indicating that both groups had similar levels of trust in doctor-
generated outcomes.

Table 4. Comparing group-AI and group-DR trust in AI-based outcome, doctor-based
outcome and the app.

Measures Independent t-test

Group Questions (P value)

AI ∼ DR Trust in AI-based outcome 0.076
Trust in doctor-based outcome 0.780

DISCUSSION

Our study provides insights into the cognitive (trust and attention) involved
in selecting between AI-generated and doctor-generated screening outcomes.
Despite receiving the same screening outcome, a disparity emerged in
their preferences, with 11 participants choosing the AI-generated outcome
(group-AI) and 6 opting for the doctor-generated outcome (group-DR). This
observation is consistent with findings from (Kerstan et al., 2023), who notes
that individuals often rely on implicit associations with AI when making
trust-related decisions, particularly in healthcare contexts. Furthermore, the
concept of calibrated trust, as discussed by (Naiseh et al., 2021), indicates that
users may misjudge their trust in AI systems, which can lead to either over-
trust or under-trust in AI-generated recommendations (Choudhury, 2022).
This miscalibration could explain the preference divergence observed in our
study, where participants may have perceived AI-generated outcomes as more
trustworthy despite identical results.

Moreover, our EEG analyses, specifically focusing on the alpha (Pz) and
beta (Fc1, Fc2) channels, were recorded during the task to assess attention
and trust, respectively. The alpha band at Pz (8-12 Hz) is commonly
associated with attention levels (Klimesch et al., 1998, Ray and Cole, 1985),
while the Beta band (13-30Hz) at Fc1 and Fc2 is linked to cognitive processes
related to trust (Wang et al., 2021, Wang et al., 2018). The analysis of the
mean normalized PSD values in these channels revealed subtle yet noteworthy
differences between the groups. For group-AI, the mean PSD values were
0.108 µV2/Hz at Pz, 0.660 µV2/Hz at Fc1, and 0.659 µV2/Hz at Fc2.
These values suggest that participants who selected the AI-generated outcome
exhibited marginally higher attention levels (as indicated by lower Pz values)
and higher trust (as indicated by higher Fc1 and Fc2 values) compared to
the group that selected the doctor-generated outcome. In contrast, group-
DR showed lower attention (Pz = 0.131 µV2/Hz) and slightly lower trust
levels (Fc1 = 0.626 µV2/Hz, Fc2 = 0.621 µV2/Hz). These differences imply
that participants in the AI group may have been more attentive or more
deliberate in their trust allocation, possibly influenced by the hype and
perceived authority of AI-generated outcomes. The findings also resonate
with the literature suggesting that individuals may exhibit differential
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cognitive engagement based on the source of information, whether AI or
human (Kerstan et al., 2023, Chen and Park, 2021).

The post-intervention survey further elucidates EEG findings, with trust
scores providing a subjective measure of the participants’ trust in the
selected outcomes. The mean trust score for the AI-generated outcome was
3.118, while for the doctor-generated outcome, it was 3.235. Although the
difference in trust scores is modest, it is indicative of a slightly higher trust
in doctor-generated outcomes. However, this is juxtaposed with the EEG
data, where group-AI exhibited higher trust-related PSD values, suggesting
that those who opted for the AI outcome may have had a more cognitively
robust trust in the AI, even if their self-reported trust was marginally lower.
The discrepancy between subjective trust scores and objective EEG measures
aligns with findings from (Montag et al., 2023), who noted that trust in
AI and trust in human agents are not necessarily correlated, indicating that
individuals may cognitively process their trust in AI differently than in human
interactions. This suggests that while participants may consciously express a
preference for human-generated outcomes, their cognitive engagement with
AI may reflect a deeper, albeit more complex, trust relationship.

The correlation between survey trust scores and PSD values in the beta
channels (Fc1 and Fc2) was found to be weak tomoderate, further supporting
the complex andmultifaceted nature of trust in AI versus human experts. This
correlation indicates that while EEG-derived trust measures and self-reported
trust are related, they are not perfectly aligned, highlighting the importance
of using both objective and subjective measures in understanding trust
dynamics. Discrepancies between self-reported trust measures and objective
behavioural indicators has also been acknowledged by (Hancock et al., 2011)
who discussed the inconsistencies between individuals’ perceptions of trust
and their observable reactions. Similarly, (Rieger et al., 2023)’s findings
indicate that trust attitudes and behaviours do not always correlate perfectly.

Furthermore, the relationship between EEG-derived trust measures and
self-reported trust is indicative of the broader discourse surrounding trust
calibration in AI contexts. (Kaplan et al., 2021) argue that trust in AI is
influenced by various factors, including prior experiences and contextual
cues, which can lead to discrepancies between perceived and actual trust
levels. This is echoed by (Meimandi et al., 2024), who notes that traditional
self-reported measures of trust often fail to account for the evolving and
context-dependent nature of trust in AI systems.

Limitations

This study has some limitations that should be considered when interpreting
the findings. First, the sample size was relatively small, with only
17 participants, all of whom were students with a mean age of 24 years.
This homogeneity in age and background may limit the generalizability
of the results to broader populations, particularly those with diverse
demographics and clinical backgrounds. Second, the study relied on a
controlled experimental setting, which may not fully replicate real-world
conditions under which users typically interact with AI-based mental health
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applications. Finally, the study used identical outcomes labelled as either AI-
generated or doctor-generated, which might not entirely reflect the variability
and complexity of AI or clinician-generated diagnoses. While this approach
was necessary for the experimental design, it may not capture how users
would respond to actual differences in AI and doctor-generated outcomes.
The design focuses solely on labelling effects and does not provide insight
into how participants would weigh the quality, reasoning, or explanations
behind AI-generated and doctor-generated outcomes.

CONCLUSION

As AI continues to play an increasingly prominent role in mental health
care, it is essential to foster balanced and informed trust among users. This
requires not only ensuring the reliability and transparency of AI systems
but also understanding the cognitive and emotional factors that drive user
trust. Future research should continue to explore these dynamics in larger,
more diverse populations and in real-world settings, to better inform the
development of AI-based interventions that are both effective and trusted
by those who use them.
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