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ABSTRACT

Integrating artificial intelligence (Al) into aviation incident-accident investigations
presents unique opportunities and significant challenges. This paper explores the
complexities of incorporating Al into the aviation investigation process, emphasizing
the importance of a human-centric approach to ensure the technology’s reliability,
transparency, and accountability. The application of Al in investigations necessitates
thorough adherence to existing international frameworks, including International
Civil Aviation Organization (ICAO) Annex 13 and regulatory guidelines from the
Federal Aviation Administration (FAA), the European Union Aviation Safety Agency
(EASA), and the National Transportation Safety Board (NTSB). However, Al provides
improved data analysis, predictive modeling, and pattern recognition capabilities.
Through the examination of crucial case studies, such as the investigation into the
Lion Air Flight 610 and Ethiopian Airlines Flight 302 (Boeing 737 MAX) accidents,
we illustrate how Al-driven data analytics helped investigators to analyze large
quantities of flight data recorder (FDR) and cockpit voice recorder (CVR) information
(FAA, 2024). Al-based systems contributed to investigating the Air France Flight
447 accident (Airbus A-330), where advanced data analysis techniques provided
insights into pilot responses under adverse conditions (Stewarts, 2012). These case
studies highlight Al's strengths and limitations in understanding complex system
failures and human-machine interactions. Moreover, these examples underscore
the necessity of human oversight in interpreting Al outputs and ensuring accurate,
context-driven conclusions. Considering regulatory differences, the research findings
address the intricate challenges of harmonizing Al systems with established human-
led investigative methodologies. Specifically, the research focuses on how Al can be
effectively integrated without compromising the critical decision-making processes
traditionally managed by human investigators. Furthermore, the presented research
examines how human factors must be prioritized to prevent over-reliance on Al
outputs, maintain investigative integrity, and foster cross-disciplinary collaboration
between Al experts and aviation safety professionals. By analyzing these case studies
and providing a comprehensive review of Al's role in modern aviation safety, the
research team aims to illuminate the path toward developing Al frameworks that
complement human expertise rather than replace it. Ultimately, this paper calls for
a balanced approach that leverages Al’s strengths while addressing its limitations,
ensuring that future aviation incident-accident investigations remain human-centered
and safety-focused.
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INTRODUCTION

Human error remains one of the primary causes of aviation accidents,
and understanding these errors requires more than just technical analysis.
Strauch (2017) emphasizes the importance of viewing human error within a
broader systemic context, where errors are not isolated events but the result
of complex interactions between humans, machines, and organizational
systems. The systemic nature of error aligns with the Systems-Theoretic
Accident Model and Processes (STAMP) approach, arguing for a broader
understanding of safety in complex systems (Leveson, 2012). Leveson
advocates for an approach that looks beyond individual errors to consider
how various system components interact to create unsafe conditions.
Artificial intelligence (AI) can support this approach by helping investigators
analyze interactions across systems, providing data-driven insights that might
otherwise be missed.

Additionally, Al’s ability to analyze complex data sets and simulate various
outcomes can be advantageous in identifying systemic issues in aviation
safety. However, as with human error, Al must be implemented to enhance
investigators’ ability to draw meaningful conclusions from the data. Al
should be seen as an extension of human expertise, providing additional
insights and supporting decision-making processes, but not as a substitute
for human intuition and experience. This approach ensures that Al enhances
investigators’ abilities to understand the broader systemic issues in aviation
accidents without introducing new risks associated with over-reliance on
technology.

Al offers several promising applications in aviation safety investigations,
each aimed at improving the efficiency and accuracy of the investigative
process (Ziakkas et al., 2023). Al can significantly enhance the process of
gathering and analyzing vast amounts of data from diverse sources such as
flight data recorders (FDR), cockpit voice recorders (CVR), maintenance
logs, air traffic control communications, and sensor data. By employing
machine learning (ML) algorithms, Al can sift through massive datasets in
a fraction of the time it would take human investigators to identify patterns,
anomalies, and correlations that may not be immediately apparent. For
example, Al systems can process CVR data using natural language processing
(NLP) to detect stress or fatigue in pilot communications or use pattern
recognition to track irregularities in flight control inputs (Kayten, 1989).

Moreover, Al-driven simulation tools allow investigators to recreate
accident scenarios accurately. These simulations can consider many variables,
such as weather conditions, aircraft performance data, and pilot actions,
helping to test different hypotheses about what might have caused an incident
(Cookson, 2023). Al algorithms can also run multiple variations of scenarios,
identifying potential alternative outcomes that human investigators may not
have considered, thus providing a more comprehensive understanding of
the incident. Additionally, Al can streamline the report generation process
by automatically compiling and organizing investigation findings. Natural
language generation (NLG) algorithms can produce coherent, detailed
reports based on data inputs, significantly reducing the time it takes for
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human investigators to draft and finalize accident reports. While this
automation can save time, it must be managed carefully to ensure the
accuracy of interpretations and conclusions drawn by the Al system (ICAQ,
2024).

One of the most powerful applications of Al is its ability to predict
potential risks before they result in accidents. By analyzing historical incident
data, maintenance records, and operational environments, Al systems can
flag patterns that suggest an increased likelihood of a future incident. For
instance, Al can predict maintenance issues by analyzing subtle sensor
data trends or identify human factors like pilot fatigue based on flight
schedules and operational stress indicators. This predictive capability allows
airlines and safety regulators to take preemptive actions, potentially averting
accidents before they occur. This shift toward predictive safety aligns with
Crew Resource Management (CRM) principles, emphasizing proactive risk
management and communication among aviation teams (Helmreich et al.,
1999). By providing real-time data and predictive models, Al systems can
support CRM by helping pilots and investigators anticipate potential risks
and develop strategies to mitigate them. However, human oversight is still
essential in interpreting these predictions. Predictive models cannot account
for all variables, especially those related to human behavior under stress,
and must be used as a tool to support human decision-making rather than
replace it.

Moreover, Al systems with advanced ML algorithms can analyze human
performance data, such as eye-tracking, physiological sensors (heart rate,
stress levels), and behavior during flight. These systems can help investigators
understand how pilots or other crew members reacted during critical
moments, identifying cognitive overload, fatigue, or other human factors
that contributed to an incident. For example, Al could analyze the timing
and sequence of pilot actions during an emergency to determine whether
standard operating procedures were followed or if the crew deviated from
protocol due to stress or confusion (Ziakkas, 2023).

METHODOLOGY

This study adopts an interpretivist research philosophy as it aims to
explore the subjective complexities and challenges of integrating Al into
aviation incident-accident investigations. The human-centric approach
focuses on understanding how Al systems interact with human investigators,
considering the socio-technical implications of this integration within
aviation safety frameworks. By interpreting multiple perspectives from
aviation authorities, such as the Federal Aviation Administration (FAA),
European Union Aviation Safety Agency (EASA), United Kingdom Civil
Aviation Authority (UKCAA), and the National Transportation Safety Board
(NTSB), the research delves into human factors, regulatory issues, and
technological integration challenges in the aviation sector.

The study follows an inductive research approach, which aligns with
interpretivism by building a theory grounded in real-world data and
case studies. Given the complexity of Al integration in aviation safety,
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this approach allows for a nuanced understanding based on empirical
findings from institutional reports, academic publications, and industry
case studies (Saunders, 2019). The aim is to uncover emergent themes
regarding AD’s role in augmenting human expertise in accident investigations
while addressing regulatory and operational challenges. The methodology
overview is presented in Figure 1.

Methodology Steps

[Research Philosophy: Interpretivism]

[Research Approach: Inductive]

[Research Strategy: Literature Review]

[Data Collection: Secondary Research]

[Data Sources: FAA, EASA, UKCAA, NTSB, Google Scholar]

[Data Analysis: Thematic Analysis]

[Time Horizon: Cross-Sectional)

[Ethical Considerations]

[Regulatory Alignment: EASA Al Roadmap 2.0, ICAO Annex 13]

Figure 1: Methodology overview of the Al integration in aviation investigations.

The research methodology involves a literature review of academic sources,
regulatory reports, and industry case studies. A systematic search was
conducted in databases such as Google Scholar, FAA, EASA, UKCAA, and
NTSB websites. Al and Human Factors journals and conference proceedings
were also reviewed. The keywords used include “OR,” “AND,” “Artificial
Intelligence,” “Machine Learning,” “FAA,” “EASA,” “NTSB,” “ICAO,”
“Aviation Accidents,” and “Investigations,” focusing on AD’s role in complex
aviation systems. This study uses a cross-sectional time horizon, gathering
data from publications and regulatory reports from 2005 to 2023. The
focus on recent developments ensures the inclusion of the latest technological
advancements and regulatory adaptations in Al applications for aviation
safety. The initial search across the above-mentioned platforms yielded 312
journal articles. After screening based on titles and abstracts for relevance
to Al integration in aviation investigations and its regulatory challenges,
173 articles were selected for further review. Based on full-text reading and
assessment of their relevance to the research topic and inclusion/exclusion
criteria, 61 articles were finally selected for detailed analysis. The 61
papers were categorized into critical themes: Al in aviation investigations,
regulatory challenges, and human-centric approaches. Data were analyzed
using a thematic analysis approach to identify recurring patterns and key
themes, which include AD’s impact on incident investigation efficiency,
challenges of human-Al collaboration, and regulatory barriers. Findings
were corroborated by comparing various regulatory bodies’ case studies and
real-world aviation applications (Stewarts, 2012).
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ANALYSIS

The literature review involved a detailed analysis of 61 articles discussing
AT’s integration in aviation investigations. The key themes and findings from
these articles are as follows and presented in Table 1 below:

1. Al and ML Applications in Aviation Investigations: Out of the 61
selected articles, 15 specifically addressed Al and MDs capability to analyze
large sets of aviation data to detect anomalies and predict risk factors in
complex aviation systems. These articles highlighted the potential of Al in
speeding up data analysis but also pointed out the challenge of ensuring
accurate training of AI models with high-quality datasets (EASA, 2023).

2. Human-Centric Approach and Al Integration: Eighteen articles
emphasized the importance of a human-centric approach when incorporating
Al in safety-critical domains such as aviation. These studies argued that while
Al can assist investigators, human judgment is indispensable in interpreting
complex, context-specific factors during investigations.

3. Regulatory and Ethical Challenges: Ten articles focused on regulatory
and ethical challenges, specifically discussing FAA and EASA guidelines on
transparency, accountability, and standards for Al use in aviation safety. The
articles pointed to the need for clear frameworks to ensure that Al tools
augment, rather than replace, human expertise.

4. Complex Systems and Al’s Role: Twelve articles discussed the challenges
posed by aviation as a complex system, exploring AI’s limitations in
modeling interactions between various factors, including human behavior,
environmental conditions, and mechanical systems.

5. Case Studies and Practical Applications: Six articles provided real-
world case studies with practical examples of Al’s role in actual aviation
investigations. These case studies showcased successful applications and
limitations where human investigators had to intervene due to AI’s inability
to interpret complex or unexpected variables.

Table 1. Literature review findings.

Key Theme No. of Relevant Journals & Sources
Articles

Al and Machine 15 - Journal of Air Transport Management
Learning Applications in - Safety Science
Aviation Investigations - IEEE Transactions on Intelligent

Transportation Systems
Human-Centric 18 - Safety Science
Approach and Al - Aviation Safety Journal
Integration - Human Factors and Ergonomics in Aviation
Regulatory and Ethical 10 - Aviation Safety
Challenges - Journal of Air Law and Commerce

- Aerospace

(Continued)
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Table 1. Continued

Key Theme No. of  Relevant Journals & Sources
Articles
Complex Systems and 12 -Complex Systems
AD’s Role -Journal of Aviation Technology and
Engineering
-Aviation Safety Journal
Case Studies and 6 - Journal of Air Transport Management
Practical Applications - Accident Analysis and Prevention

- NTSB Reports

Recent advancements in Al have significantly impacted aviation safety
investigations, particularly in analyzing FDR and CVR information. This has
been particularly evident in high-profile accidents such as those involving
the Boeing 737 MAX and the Airbus A-330 (FAA, 2024, Stewarts, 2012).
Al-driven data analytics have allowed investigators to sift through vast
datasets and identify critical elements that human investigators could have
overlooked or would have taken much longer to analyze.

Both the Lion Air Flight 610 and Ethiopian Airlines Flight 302 tragedies
involved the Boeing 737 MAX aircraft, where malfunctions in the
Maneuvering Characteristics Augmentation System (MCAS) led to fatal
crashes (FAA, 2024). Investigators faced the challenge of understanding
how a system designed to enhance safety by compensating for aerodynamic
changes inadvertently contributed to these accidents. Al applications were
instrumental in managing and analyzing the enormous volumes of data
from the FDRs and CVRs. Algorithms were used to detect anomalies in in-
flight data that pointed toward the MCAS’s unexpected activations, which
were not evident or anticipated based on standard flight parameters alone.
Moreover, MDUs models identified patterns in the data that suggested a
repetitive, uncommanded downward pitch, which was crucial in linking
the two accidents despite occurring in different regions and under different
operational conditions. Al-driven simulations helped recreate the flights’ last
moments by feeding the recovered FDR data into flight simulators (EASA,
n.d.). This provided visual insights into the pilots’ struggles and the aircrafts’
behavior under the influence of the flawed MCAS. These applications of Al
allowed investigators to focus quickly on the MCAS as a contributing factor,
leading to the worldwide grounding of the 737 MAX fleet and significant
software modifications (FAA, 2024).

The Air France Flight 447 accident in 2009 (Airbus A-330) faced a series
of flowing failures following the icing over of its pitot tubes, leading to
unreliable airspeed readings and subsequent inappropriate pilot responses
under stress (Stewarts, 2012). The investigators analyzed the correlations
between different data points in the FDR, such as airspeed discrepancies,
autopilot status, and the pilots’ manual inputs. This comprehensive analysis
helped establish a timeline of events that led to the stall. Advanced algorithms
analyzed the CVR data to interpret the pilots’ situational awareness and
stress levels. NLP techniques assessed communication breakdowns and
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decision-making during critical moments (EASA, n.d.). Al simulated different
scenarios based on the FDR data, including how the aircraft would have
behaved if different corrective actions had been taken. The insights gained
from Al-based analyses were crucial in formulating recommendations for
training on high-altitude stalls and enhancing pitot tube designs to prevent
similar incidents in the future (Stewarts, 2012).

FINDINGS

The literature research findings highlight the capacity of Al and ML to
revolutionize aviation incident and accident investigations by automating
data processing and identifying patterns within intricate systems. According
to International Civil Aviation Organization (ICAO) Annex 13, which
establishes the standards for investigating aviation accidents and incidents,
the primary goal of an investigation is to improve safety, not to assign
blame (ICAO, 2024). Al can assist in achieving this objective by rapidly
analyzing large datasets, including flight data, maintenance records, and
operational logs, to identify the root causes of incidents and accidents.
Moreover, while Al can enhance the efficiency of investigations, Annex 13
stresses the need for thorough and impartial investigations. Al systems must
align with these requirements, ensuring transparency and reliability in their
outputs. As highlighted in the EASA Al Roadmap 2.0, Al should be designed
with a human-centric approach, ensuring that human investigators retain
the final authority in interpreting Al-generated insights (EASA, 2023). This
aligns closely with the principles of Annex 13 of ICAO, which mandates that
investigations should be objective, transparent, and focused on improving
safety. Al can assist in analyzing data. However, human investigators
must play a key role in interpreting Al findings, particularly in areas
involving human factors, crew interactions, and decision-making under
stress. Al systems must provide outputs that human investigators understand
and interpret, ensuring they can verify Al-generated insights. Additionally,
the roadmap emphasizes the need for transparency in Al decision-making
processes, allowing investigators to challenge Al outputs when necessary
(EASA, 2023). This reflects the broader goals of Annex 13, which requires
that investigations be holistic, considering both human and technical factors.
The NTSB in the United States has similarly embraced Al in enhancing
its investigative capabilities. The NTSB has focused on data-driven insights,
utilizing Al to process vast amounts of flight data, voice recordings,
and maintenance records to identify trends and potential anomalies that
could contribute to accidents. Moreover, the NTSB has acknowledged
the limitations of Al, particularly in areas involving human factors and
emergent behaviors, where human investigators still play a critical role.
Recent announcements emphasize the NTSB’s commitment to maintaining
human oversight while leveraging Al to improve the efficiency and accuracy
of its investigations (NTSB, n.d.). This aligns with global best practices and
is consistent with the regulatory principles outlined by the FAA and EASA.
Both EASA and NTSB stress the importance of cross-agency collaboration
to establish unified standards for Al in aviation safety investigations. They
aim to ensure that Al systems used in investigations across Europe and
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the United States are subject to consistent regulatory oversight. The EASA-
NTSB collaboration also involves sharing insights and best practices for Al
use in aviation, ensuring that both agencies maintain high safety standards
while integrating new technologies into their investigative frameworks. While
the potential benefits of Al in aviation investigations are undeniable, its
integration must be handled with caution, particularly in maintaining a
human-centric approach (EASA, n.d., FAA, 2024).

One of the critical risks of integrating Al is automation bias, where
investigators may over-rely on Al-generated conclusions, assuming the
machine’s analysis is infallible. This can lead to overlooking critical
contextual or situational factors that Al algorithms cannot fully understand.
Human investigators must remain actively involved in the analysis,
interpreting Al results within the broader context of the incident. Al systems,
particularly deep learning, can sometimes act as “black boxes,” providing
results without clearly explaining how those conclusions were reached. This
lack of explainability can be problematic for aviation investigations where
transparency and accountability are critical. Investigators must ensure that Al
tools provide clear, understandable pathways to their conclusions, allowing
human experts to verify and validate the findings (EASA, 2023).

Using Al in accident investigations raises critical ethical questions about
responsibility and accountability. If an Al system makes an error in its
analysis, it can complicate the determination of responsibility—whether it
lies with the human operator, the designer of the Al, or the institution
deploying the technology. Clear guidelines must be established to define Al’s
role in investigations and ensure that ultimate accountability remains with
human investigators (Ziakkas, 2023). While AI can handle data processing
and pattern recognition at scale, the nuances of aviation investigations
often require expert human judgment. Investigations demand technical
analysis and understanding of organizational cultures, human behaviors, and
decision-making processes. Human investigators are needed to interpret the
insights generated by Al ensuring that critical thinking and expert judgment
remain central to the investigative process (Ziakkas et al., 2023).

With the increasing use of Al particularly in analyzing sensitive data
like cockpit voice recordings and personal performance data, ensuring data
privacy and security is a significant concern. Al systems must incorporate
stringent security mechanisms to safeguard sensitive information and adhere
to legal and ethical requirements around data utilization in investigations.

CONCLUSION

The use of Al in aviation investigations is growing, particularly in areas
such as data processing and predictive analytics. Al applications have
made significant advances in analyzing real-time transport data, providing
the ability to predict flight paths, monitor traffic patterns, and improve
overall operational efficiency. AD’s role in incident-accident investigations
leverages these capabilities to analyze vast amounts of sensor data and
flight recordings. For instance, Al systems can analyze data from CVRs
and FDRs to detect anomalies that might not be immediately apparent to
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human investigators (Ziakkas & Plioutsias, 2024). Integrating Al in these
areas can reduce the time required for accident investigations while enhancing
the accuracy of findings. However, Al systems must be designed to work
alongside human investigators. Over-reliance on Al can lead to automation
bias, where investigators may trust Al outputs without critically engaging
with the rationale behind them (EASA, n.d.). This concern highlights the
importance of maintaining human involvement throughout the investigative
process, ensuring that Al enhances rather than undermines human judgment.

Integrating Al into aviation safety investigations presents promising
opportunities and significant challenges. This research has shown that Al can
significantly enhance the efficiency of aviation investigations by processing
vast amounts of data and identifying patterns in complex systems, as seen
in recent developments highlighted by EASA and NTSB announcements.
However, to maintain the integrity and impartiality of investigations, as
required by Annex 13 of ICAO, human oversight remains critical. The
EASA Al Roadmap 2.0 has been instrumental in outlining a human-
centric approach to Al integration, stressing the importance of transparency,
accountability, and explainability in Al systems. EASA’s focus on ensuring
that Al enhances rather than replaces human judgment aligns with global
best practices, reinforcing the need for harmonized regulatory frameworks
across different aviation authorities.
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