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ABSTRACT

Automatic Speech Recognition (ASR) is increasingly used in healthcare to reduce
documentation workloads by transcribing spoken words into Electronic Health
Records (EHRs). However, these systems, based on machine learning, require ongoing
data annotation and validation by healthcare professionals to ensure accuracy. This
paper, based on fieldwork at a public Danish hospital, investigates the challenges
healthcare professionals face in detecting and addressing technical issues, such as
glitches, within ASR systems. Using mixed methods, the study reveals that healthcare
professionals spend significant time annotating and training the machine learning
algorithms—time that could otherwise be dedicated to patient care. Without access to
clear metrics, like recognition rates, healthcare professionals are unable to effectively
evaluate their data annotating efforts, leading to “faux data work,” where data tasks
seem productive but fail to improve system performance. The paper proposes two
strategies to mitigate this issue; 1) providing transparent system metrics to enhance
user engagement; and 2) creating structured sites of collaboration between healthcare
professionals and IT professionals for better reporting of technical issues. These
solutions aim to reduce inefficiencies and improve ASR accuracy in clinical settings.
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INTRODUCTION

Amid increasing efforts to alleviate workloads and streamline documentation
processes in healthcare, Automatic Speech Recognition (ASR) has become
a prominent tool in hospitals (Adedeji et al., 2024). ASR technology
transcribes spoken words into written text for integration into Electronic
Healthcare Records (EHRs), assisting healthcare professionals (HCPs), such
as physicians, in enhancing the efficiency and speed of clinical documentation
(Kumar, 2024). Recent advancements in ASR technology have focused on
improving recognition accuracy, with English ASR models demonstrating
recognition rates exceeding 95% (Aldarmaki et al., 2022; Baevski et al.,
2022; Chen et al., 2022), aligning with the commercial minimum acceptance
threshold (Lewis, 2016). This level of accuracy corresponds to fewer than
5 transcription errors per 100 words. However, real-world applications
often reveal higher error rates, particularly in non-English contexts or when
assisting diverse linguistic groups (Ngueajio and Washington, 2022; Terriza
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et al., 2022; Vase and Berget, 2023). Maintaining high recognition accuracy
requires ongoing machine learning (ML) training as the system encounters
novel inputs during operational use (Hacking et al., 2023; Kumar, 2024).
Critical to this training process is the ability of users to manage technical
challenges, including system glitches and bugs (Lee and Kolodge, 2020;
Kaswan et al., 2021). A growing body of research underscores the need for
real-world usability studies to address these issues, particularly in the context
of ASR systems deployed in clinical environments (Palivela et al., 2023; Turri
and Dzombak, 2023). These emphasize the importance of incorporating
diverse linguistic data into language models that underpin ML processes
(Meripo and Konam, 2022; Hacking et al., 2023). They also highlight the
necessity for organizations to empower users to identify and resolve system
failures autonomously, ensuring sustained system reliability (Lin and Jackson,
2023). Despite the recognized importance of diversity in ASR systems—
particularly in public domains where they must accommodate varied user
voices (Vase and Berget, 2023)—this remains a largely underexplored area
(Palivela et al., 2023). Given this gab, and the inevitability of operational
issues of such complex technologies in practice (Raji et al., 2022) this
research asks: How do healthcare professionals detect technical issues in
ASR systems, and what impact do these issues have on reducing workload of
documentation workflows? This paper aims to address this research question
by mixed methods examining the use of ASR in a Danish public hospital
where it has been utilized for over a decade (Alapetite et al., 2009; Vase,
2021).

BACKGROUND

ASR is increasingly being implemented in hospitals worldwide, promising
faster and more seamless documentation (Adedeji et al., 2024). ASR systems
rely on ML techniques to convert spoken language into text by predicting
sequences of words based on prior context ML (Lewis, 2016; Pascual et al.,
2024). Central to these systems is the language model, which serves as a
foundational database of linguistic knowledge, determining the probability of
word combinations based on training data (Lewis, 2016; Meripo and Konam,
2022). For example, when a physician says, “the patient exhibits symptoms
of...,” the model predicts subsequent words like “fatigue” or “infection”
based on its prior training. While ASR systems perform well in general
applications, their efficacy in specialized domains such as healthcare is often
limited (Ngueajio and Washington, 2022; Terriza et al., 2022; Hacking et al.,
2023). Language models are typically pre-trained on generic datasets, which
fail to capture the specialized vocabulary, evolving terminology, and diverse
accents prevalent in clinical environments (Adedeji et al., 2024; Pascual
et al., 2024). Consequently, HCPs frequently encounter transcription errors,
particularly when using everyday terms like “plane” or “plant” or speaking
with dialects or pitches underrepresented in the training data. In documenting
EHRs, HCPs annotate data when correcting transcription errors and
providing feedback to improve the ML algorithms underlying ASR systems
(Adedeji et al., 2024). This process enables developers to refine language
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models and enhance their inclusivity. However, it also reflects an increasing
reliance on HCPs to perform “data work,” a term denoting the sociotechnical
tasks that bridge human expertise and computational systems (Bossen et al.,
2019). This shift expands the scope of HCPs’ responsibilities, incorporating
technical oversight into their roles (Bossen and Bertelsen, 2023; Bertelsen
et al., 2024). Yet, research on ASR users identifying glitches is limited and
discussed by non-formal roles such as “transcription reviewers” encircling
diverse professionals examining potential ASR inaccuracies (Adedeji et al.,
2024). This limitation is particularly pronounced in smaller language settings
(Palivela et al., 2023; Vase and Berget, 2023), such as Denmark.

Hard-to-Explain Technical Issues

ML systems often receive extensive attention during the initial phases of
development, particularly in addressing bugs and glitches. However, once
these systems are deployed in real-world environments, this level of scrutiny
diminishes significantly, leading to risks of poor data practices (Raji et al.,
2022). The real-world deployment phase introduces unforeseen challenges
as systems interact with diverse and complex datasets, often resulting in
glitches and other technical issues (Lin and Jackson, 2023). These are
not always evident during controlled testing and can lead to misclassi-
fications and inaccurate outputs (Herrmann and Pfeiffer, 2023). This issue
is exacerbated by the expectation that users interact effectively with these
technologies, often without adequate training or institutional support (Yao
et al., 2024). To address these challenges, ongoing refinement of ML systems
is necessary, drawing heavily on the perspectives and experiences of end-users
who interact with the system in practice (Haque and Rubya, 2022; Bi and
Huang, 2023). User feedback becomes critical in identifying limitations and
providing actionable insights to adapt and sustain these systems effectively.
Rather than being static and objective, data is understood as a dynamic
entity, constantly undergoing reconstitution, repair, and adaptation through
interactions with users and systems. To this extent, Lin and Jackson (2023)
point to “sites of collaboration” referring to locations or points in the
workflow where different actors come together to address, negotiate, and
resolve errors. This perspective shifts the focus from a reliance on static
quantitative metrics to a more nuanced understanding of how data evolves
in real-world settings—a limited approach in literature on ASR in healthcare
(Hacking et al., 2023).

METHOD AND CASE

HCPs verbally dictate notes, which the ASR transcribes into text in real time
using probabilistic calculations. HCPs then correct any mistranslations by
labeling the errors, training the ASR system to improve future recognition.
The labeled data is forwarded to medical secretaries for validation, who then
send it to external suppliers to update the language model used by the ASR.

This study employs a mixed-methods approach to analyze HCPs utilizing
ASR. Confidence intervals were used to provide a range of values (Lott
and Reiter, 2020) to illustrate recognition rates. These rates measure
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mistranslated words or sentences when an HCP corrects these and indicate
the accuracy of the ASR in transcribing spoken language. This assessment
allows to determine whether the ASR achieves the commercial minimum
acceptance rate of 95% (Lewis, 2016). The Wilson confidence interval for
the p-proportion in a binomial distribution, offers advantages for repeated
sampling properties (Lott & Reiter, 2020). Intervals are illustrated by the
proportion of the mistranslated words per medical record calculated by
the confidence intervals for the probability parameter p as illustrated in
Equation 1. A sample of more than 70 notes per HCP (n= 220) was observed
and collected to create a valid dataset to show the recognition rate per user.
The recognition rates were determined through a probability measurement
performed by counting the words in a coherent text (e.g., a note). Confidence
intervals were utilized to measure the uncertainty around estimates (Dix,
2020) and facilitated the assessment of technical affordances that either
support or interfere with documentation work.

Equation 1: Confidence interval for proportion p where n = the number of words,
r = the number of recognition errors, and z corresponds to the confidence level.

Samples were observed during ethnographic fieldwork that was conducted
in 2022 for three months. Three HCPs using ASR were shadowed in
outpatient clinics and wards at a Danish regional hospital. The study
included patient consultations, while in situ interviews occurred (Gawlik,
2018; Czarniawska, 2021). Empirical data were organized into detailed
descriptions (Baarts, 2015) and further analyzed iteratively to identify
recurring themes, allowing for a comprehensive understanding of data work
and emerging technical issues. Quotes are translated from Danish.

ANALYSIS

To improve recognition, HCPs train the ASR system by labelingmistranslated
words during EHR documentation which serves as training data. HCPs often
expressed uncertainty about the volume of labeling necessary to enhance
recognition rates in the ASR system. They emphasized the need for ongoing
training of the language model but were confused about why “they were
responsible for understanding the system’s functionality” (Interview, HCP).
Besides them not feeling properly educated in using ASR, the confusion was
underlined by the inability to access metrics that illustrated their recognition
rates. This access denial left them unaware of whether their performance
was improving or worsening ML whenever they labelled the ASR-produced
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output. Consequently, the time they spent on documentation—time that was
allocated to patient care—was essentially repurposed by external suppliers,
who relied on HCP expertise to update the language model which ASR draws
on. Time that was already under pressure.

In contrast, medical secretaries and IT professionals had access to
visualizations and metrics regarding HCP usage of ASR; however, these
calculations were often overlooked. The metrics primarily illustrated unclear
parameters of individual HCPs’ ASR usage. The default recognition rate
started at 100% and decreased each time an HCP corrected mistranslated
words. Medical secretaries and IT professionals could only retrieve basic
data on the hours HCPs had utilized speech recognition and the number
of notes produced, accompanied by a corresponding percentage: “It may
as well be 97%, but it is an expression of a physician who does not
correct [label] much” (Interview, medical secretary). While these metrics
served as performance indicators for evaluating HCPs’ correction activities
and contributed to enhancing the language model, secretaries found the
monitoring tools inadequate.

Ignoring Glitches

During the observations of HCPs, several incidents occurred in which HCPs
attempted to utilize ASR while encountering technical issues that caused
the system to freeze upon activation. The nature of these glitches was
unclear to the HCPs, leading them to attempt improvised solutions, such
as unplugging all hardware components. Additionally, when software error
pop-up messages stated that ASR was not functioning, HCPs often cancelled
or minimized these messages or restarted the computer. HCPs lacked a clear
understanding of the root causes of the errors and were unable to effectively
communicate these issues to IT professionals when reporting them. They
observed that delaying EHR documentation or using improvised methods
sometimes enabled them to continue using ASR, even after encountering
initial error messages.

Medical secretaries play a crucial role in the validation and management
of data in the ASR system. Their responsibilities include validating the
training data labeled by HCPs to ensure its accuracy, and then relaying
this validated data to suppliers for updating clinical language models. This
process is essential for maintaining the accuracy and functionality of the ASR
system in healthcare settings. However, the secretaries faced challenges in
holding HCPs accountable for proper ASR usage due to the lack of detailed
quantitative assessments of HCP performance. Additionally, limitations in
accessing certain areas of the ASR interface further hindered their ability to
effectively validate the data entries made by HCPs, disrupting the overall
workflow of maintaining data quality in the ASR system. Consequently, they
prioritized other urgent tasks, neglecting glitches that prevented data from
being forwarded to suppliers, ultimately hindering the suppliers’ ability to
provide a conversant clinical language model. The lack of these updates could
have rendered the system outdated and less effective, particularly as labeled
data was deleted after a few weeks and not reused for updates.
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Interruptions

HCPs lacked access to trace their labelling which led to uncertainty around
recognition rates. Table 1 shows the individual recognition rates of three
HCPs who had trained the ASR system for over five years, highlighting
the precision of the system in recognizing each HCP’s speech. The table
details the total labeling as corrections, total of words inputted in EHR,
alongside the interval range expressed as a percentage. Notably, only one
HCP achieved the anticipated recognition rate of at least 95%, underscoring
the challenges in meeting this commercial benchmark.

Table 1. Confidence interval.

HCP Total
corrections

Total
words

Interval start Interval end Interval Interval percent

John 286 5326 0.04796011 0.0600809 [0.04796; 0.06008] 95.2%; 94%
Kasper 497 8625 0.05289938 0.06274087 [0.05290; 0.06274] 94.71%; 93.73%
Peter 425 5663 0.06847083 0.082202 [0.06847; 0.08220] 93.15%; 91.78%

The interruptions caused by ASR usage impact HCPs’ workflow, while
required to manage a high volume of patients during limited time. It is
challenging for them to identify the amount of time using ASR and time spent
to correct mistranslated words and labeling them. Consequently, determining
when documentation work begins and ends becomes a complex and fluid
process. In this context, Table 2 visualizes the number of corrections made
by HCPs when documenting EHRs. During their shifts, John and Kasper
documented 73 EHRs, and Peter 74. The table indicates an estimated
average of corrections during shifts over a month (n = 10), revealing that
documentation work were interrupted by an average of 602 corrections per
month. This translates to over 40 interruptions per HCP during observed
shifts.

Table 2. Corrections of mistranslated words.

HCP Total corrections Total words Observed Shifts Corrections in a month

John 286 5326 6 477
Kasper 497 8625 8 621
Peter 425 5663 6 708

Additionally, the official recognition rates calculated for Peter by the ASR
system were inaccessible for over a year due to a glitch. He was not aware
due to the missing accessibility. Secretaries and IT professionals do not
overlook or do samples which could highlight such critical gap in system
performance and support. Despite the system recognizing between 93.15%
and 91.78% of Peter’s spoken words, his profile was compromised, and
unnoticed glitches persisted, revealing a limited awareness of individual ASR
training development.

Further, the developer-reported metrics for ASR recognition rates for the
department observed was cited as over 95%. This rate can be misleading
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because they included data from users who do not actively use the system
or make minimal corrections although more were needed. These non-users
or light users are effectively counted as having perfect (100%) recognition,
as there is no opportunity for the system to misrecognize their input. This
inflates the overall recognition rate, creating a discrepancy between the
advertised performance and real-world results from active users.

DISCUSSION

To improve recognition rates, HCPs train the ML system by annotating
mistranslated words during EHR documentation. This continuous
annotating process effectively turns HCPs into human annotators extending
their responsibilities beyond traditional clinical duties. Consequently, HCPs
must balance documentation work with technical tasks, complicating
their professional roles. Labeling is accompanied by significant challenges,
primarily due to the lack of explainability and insufficient training causing
HCPs to feel overwhelmed by the expectation to “understand” the system’s
data processing. To this extent, Bossen and colleagues (2019) emphasize
the importance of HCPs having greater insights into data processing to not
risking users to dodge these systems. Yet, despite hard-to-explain challenges,
HCPs continued to use ASR and had done so for over five years. Further, they
often struggle to identify and explain technical issues when communicating
with IT professionals, making it difficult for them to effectively report
problems. This lack of clarity in communication can lead to users perceive
the systems as unhelpful or unreliable when malfunctions occur, ultimately
reducing opportunities for collaborating training of ML algorithms. As Lin
and Jackson (2023) emphasize, effective collaboration requires structured
channels for users to share and document the specific technical issues they
encounter. However, the current form of collaboration—a simple phone
call to the local IT department—presents several challenges that hinder
effective communication and problem-solving. These challenges include a
lack of visual context, limited real-time interaction, and communication
barriers between HCPs and IT professionals. As a result, technical issues
are often prolonged, frustration grows, and trust in the system diminishes,
undermining both collaboration and system improvements. If users cannot
identify or understand technical issues, it greatly reduces their ability to
effectively interact with the system. A key issue for HCPs using ASR systems
is their limited access to recognition accuracy data. Since they are not
assigned official data work roles, such as “transcription reviewers,” they
become overlooked in this process and lack the necessary feedback on
how well the system performs, making it difficult for HCPs to engage
meaningfully with the ASR system. This lack of clarity around the impact
of their annotation efforts relegates HCPs to the role of passive users,
further complicating their responsibilities and increasing their accountability
aligning with how Bossen and Bertelsen (2023) calling for more formal
recognition of clinical data work.

In the current empirical study, a technical issue prevented medical
secretaries from accessing a critical tool for validating annotated data. This
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tool was essential for forwarding the data annotated by HCPs to system
suppliers, and its absence disrupted the flow of data. This disruption
ultimately affected language model updates and compromised the accuracy
of the ASR system. Identifying and addressing technical glitches is vital to
avoid what this paper terms “faux data work”—where seemingly productive
efforts of data collection, management, analysis, and interpretation are
rendered ineffective due to unresolved technical problems. For instance,
documentation workflows were interrupted by hundreds of corrections each
month, reflecting a burden of data work. Faux data work occurs when HCPs,
lacking the necessary insights or metrics, cannot understand how their efforts,
such as annotating or correcting data, impact a system. Consequently, a
glitch in an ASR system is not just a minor issue but reflects deeper systemic
problems. HCPs continue using these systems despite flaws, often for years,
without access to key metrics like recognition accuracy. This prolonged use,
without addressing technical issues, suggests a normalization of system faults.
HCPs, experiencing frequent corrections and workflow disruptions, still rely
on the system, which reduces the effectiveness of their work and risks entire
departments relying on flawed a data lifecycle.

Mitigate Faux Data Work

To effectively address the issue of faux data work, two key strategies are
proposed.

First, it is essential to provide HCPs with transparent and actionable
system metrics. Currently, HCPs often lack access to critical feedback
mechanisms, such as recognition accuracy and the impact of their annotation
efforts, which are necessary for them to assess the effectiveness of their
contributions to the system. The provision of clear, real-time metrics, such as
recognition rates and annotation progress, would enable HCPs to monitor
their own and collaborative performance and make informed decisions
regarding their engagement with the system. Transparency would help HCPs
avoid inefficient tasks, thereby reducing the occurrence of faux data work.
By empowering HCPs with the ability to gauge the influence of their actions,
this approach enhances their ability to contributemeaningfully to the system’s
functionality.

Second, enhancing collaboration between HCPs and IT professionals
through structured sites of collaboration is suggested. The current
reliance on phone calls for troubleshooting technical issues can result
in miscommunication or delays in issue resolution. Building on Lin and
Jackson’s (2023) advice for platforms that facilitate real-time reporting of
technical issues, utilizing visual aids such as screenshots or screen recordings
could further improve the speed and accuracy of issue resolution. The
introduction of guided troubleshooting templates and visual communication
channels would assist technical problems to be addressed promptly (Yao
et al., 2024), preventing the persistence of glitches and reducing the risk of
faux data work within healthcare workflows.
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CONCLUSION

Despite the critical role HCPs play in interacting with ASR, there remains
limited knowledge about how they detect and address technical issues within
these systems. If HCPs do not fully comprehend the data processing and
system outputs, they risk inadvertently training ML incorrectly, leading to
“faux data work,”where seemingly productive efforts fail to yield meaningful
results. To prevent this waste of time and efforts, two critical improvements
are necessary: providing clear, interpretable metrics that allow HCPs to track
their labeling performance, and enhancing explainability to equip HCPs with
the knowledge needed to navigate and troubleshoot ASR.
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