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ABSTRACT

The application of Large Language Models (LLMs) for the automated generation of
assembly instructions shows significant potential for improving work preparation in
production processes. However, challenges remain regarding the overall information
quality and precision of the generated instructions. In light of these challenges, this
study explores how the information quality of automatically generated assembly
instructions can be enhanced through the targeted provision of structured input
data, such as Assembly and Quantity BOMs (Bills of Materials), as well as the use
of optimized prompt chaining techniques. The methodology employs ChatGPT-4o
in combination with Retrieval Augmented Generation (RAG) within the Microsoft
Azure environment. The results demonstrate that structured data inputs, particularly
the use of Assembly BOMs with defined Tool-to-Component relations, significantly
improve the precision and relevance of the generated instructions. Despite these
advancements, achieving consistent information quality remains a barrier to broader
practical implementation. Therefore, feedback loops should be integrated into
the assembly instruction generation process to ensure continuous refinement and
reliability. Future research should investigate the use of RAG or similar frameworks,
focusing on optimizing data structures and implementing feedback mechanisms to
enhance the automated generation of assembly instructions.

Keywords: Retrieval augmented generation, Large language model, Assembly instructions

INTRODUCTION

The trend towards product configuration by customers, as well as the
integration of increasingly more functions into products, combined with
shorter production cycles, has led to a significant increase in complexity
(Schuh et al., 2017) and, consequently, to a substantial rise in the amount of
information that companies have to process. Every customer order in variant-
rich series production, and especially in industrial single-piece production,
entails specific requirements. These requirements impact the entire product
development and order processing chain. For the role of the industrial
engineering department, this trendmeans an increase in administrative efforts
to provide assembly workers with a variety of assembly instructions tailored
to their needs. Therefore, new approaches are required to manage this
complexity and keep complexity-related costs low (Hvam et al., 2020).
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One approach involves the partial automatic generation of assembly
instructions using Retrieval Augmented Generation (RAG). A software
system like RAG combines the retrieval of information from a database
(Information Retrieval) with the use of a Large Language Model (LLM). To
determine the state of research regarding the use of the RAG approach in
the production context, a systematic literature review (SLR) was conducted.
For this, the multidisciplinary database “Web of Science”was used, applying
the search terms “LLM” AND “Retrieval Augmented Generation” AND
“Manufacturing” in the fields “searches title,” “abstract,” “keyword plus,”
and “author keywords.” This approach led to the identification of three
relevant articles. An additional search was conducted through Google
Scholar using the search terms “Retrieval Augmented Generation” and
“Manufacturing.” This search resulted in the identification of five further
relevant sources (see Table 1). However, no source was identified in which
RAG is used for the generation of assembly instructions.

Table 1. Publications identified via a literature review.

No. Author Description

[1] Chandrasekhar et al., 2024 Model for querying material data in
additive manufacturing

[2] Buehler, 2024 Application for analysis in material
mechanics

[3] Xia et al., 2024 Creation of digital twins in a
standardized format

[4] Machado 2024 Development of an assistant for
industrial maintenance

[5] Bahr et al., 2024 Standardization or arguments in a Failure
Modes and Effects Analysis

[6] Álvaro, 2024 Method for cause/solution search for
potential manufacturing defects

[7] Freire et al., 2024 Model for knowledge sharing in
production

[8] Freire et al., 2023 Creation of cognitive assistants in
production

Nevertheless, one study exists in which an assembly instruction was
automatically generated using LLMs. In this study, Meyer et al. (2024)
conducted experiments in which an instruction for mounting a pneumatic
assembly was automatically created. This assembly instruction was to
include a listing of assembly tasks while considering the assembly sequence.
Additionally, instructions for the use of tools and adherence to quality
guidelines were to be provided. In the experimental series, three different
LLMs – ChatGPT-3.5 Turbo, ChatGPT-4, and ChatGPT-4V – were used.
Three different prompt techniques – Zero-Shot, Context, and Prompt
Chaining – were applied. The input data consisted of a Quantity Bill of
Materials (BOM), an Assembly BOM,and anAssembly BOMwith additional
information regarding the sequence of individual assembly steps. Thus, three
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independent variables with three levels each were examined, resulting in
a 3x3x3 factorial experimental design with a total of 27 experiments (see
Figure 1).

Figure 1: Experimental design of the study by Meyer et al. (2024).

In the case of ChatGPT-4V, an image of the pneumatic assembly was
additionally provided to the LLM, for which the assembly instruction was
to be generated (see Figure 2). This assembly was selected because it consists
of standard components, for which extensive information is available online.
It was therefore hypothesized that the language model would incorporate this
information into its processing.

Figure 2: Representation of the provided assembly for the experimental procedure.

In the study, the dependent variable was the information quality of the
generated assembly instruction (output). This was operationalized using six
criteria (see Table 2). A four-point Likert scale was applied to evaluate each
criterion: (1) criterion not met, (2) criterion mostly not met, (3) criterion
mostly met, (4) criterion fully met. The assessment of the output based
on these criteria was conducted separately for information regarding the
assembly process, the tools to be used, and the quality assurance measures.

The comparison of the three LLM versions – ChatGPT-3.5 Turbo,
ChatGPT-4, and ChatGPT-4V from OpenAI – revealed differences in terms
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of information quality. The most recent LLMs from OpenAI, ChatGPT-4
and ChatGPT-4V, achieved higher information quality than the older version,
ChatGPT-3.5 Turbo. These differences are likely due to improved processing
of contexts and relevant data in the newer versions. Furthermore, it was
observed that the application of prompt chaining resulted in the highest
information quality, whereas zero-shot and context prompting produced
lower levels of information quality.

Table 2. Criteria for evaluating the information quality of the assembly instructions.

No. Criteria Description

(1) Appropriate
amount of data

The amount of information is sufficient for an
inexperienced employee to assemble the module
completely and correctly.

(2) Completeness All relevant information and steps are fully included,
allowing assembly to be completed without
additional sources or inquiries.

(3) Concise
representation

The information is presented clearly and concisely.

(4) Free of error The instruction does not contain any errors.
(5) Understandability The instructions are easy to understand.
(6) Appropriate

sequence
The assembly steps are generated in the correct
sequence.

Regarding the input data, the highest information quality was achieved
by providing the Quantity BOM in combination with the LLM ChatGPT-4V
and the prompt-chaining technique. The study concluded that while LLMs
have potential for the automatic generation of assembly instructions, the
overall low information quality of the output represents a significant barrier
to practical application.

Objective of This Study

The study presented in this paper aims to improve the information quality of
the generated assembly instructions by employing a modified experimental
design. To ensure comparability with the initial study by Meyer et al. (2024),
the experimental design described in the following section is aligned with that
study. The new experimental design is based on the following key hypotheses:

Prompt Chaining: A prompt-chaining method that is reduced to essential
statements achieves higher information quality in the assembly instructions
than a method that provides a large amount of information for each work
step.

Bills of Materials (BOMs): The use of RAG and ChatGPT-4o enables more
efficient processing of structured data. Compared to the Quantity BOM,
the use of the Assembly BOM leads to higher information quality, as the
structured provision of data in the form of an Assembly BOM supports more
precise and context-aware generation of instructions.

Assembly Sequences: Providing assembly sequences (specifying the order
of assembly steps) leads to higher information quality in the assembly
instructions compared to cases where no assembly sequences are provided.
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Tools: Providing Tool-to-Component relations results in higher
information quality of the assembly instructions compared to not providing
this information, meaning generating it from the data set of ChatGPT-4o.

Best Result: The best result of this study surpasses the best result of
the study by Meyer et al. (2024) in terms of the information quality of
the generated assembly instructions. The “best result” is defined as the
combination of independent variables that, on average, leads to the highest
information quality.

METHOD

The experimental setup can be described in terms of the phases: input,
processing, and output. The input data for the various experimental runs
are stored as PDF files in a database. The processing, in contrast to the
experiments by Meyer et al. (2024), is carried out using RAG. This approach
is implemented through Microsoft Azure. The output represents the system’s
response in the form of a generated assembly instruction and is evaluated
based on the six criteria (see Table 2).

Input

To ensure the comparability of results between this study and the initial
study by Meyer et al. (2024), the same assembly was used for the automatic
generation of assembly instructions as in the first study (see Figure 2). The
present study is based on a 2x2x2x2 factorial experimental design (see
Figure 3). First, a distinction is made between the prompt-chaining method
used by Meyer et al. (2024) and an optimized prompt-chaining method.
The optimized method is focused on essential information and is specifically
adapted to the input data. Second, a distinction is made between the
Quantity BOMs and the Assembly BOMs. Third, in half of the experiments,
information on the assembly sequence is provided, whereas in the other half,
it is not. Fourth, in half of the experiments, information on the tools-to-
component relations is supplied, while in the other half, this information is
omitted. In total, this results in 16 different test settings.

Figure 3: Experimental design of this study.
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Processing

The data processing is carried out through the implementation of a RAG
Process (Gao et al., 2023), where ChatGPT-4o (LLM), Azure Cognitive
Search (Retriever), and an external database (Blob Storage) are integrated
within Microsoft Azure (see Figure 4). By linking these RAG resources,
domain-specific datasets can be incorporated into the generation of assembly
instructions.

Figure 4: Representation of the RAG process from user input to the system output of
the assembly instructions.

The user’s query will be vectorized by the retriever (Azure Cognitive
Search) and compared with the vectorized and embedded data from the
external database. Subsequently, relevant data from the database (Azure
Cognitive Search Storage) are retrieved and, along with the user’s query,
provided to the LLM.The LLM then generates an assembly instruction based
on the external data, the user’s query, and its own data pool (Lewis et al.,
2020).

Output

The output includes the generated step-by-step assembly instruction. It
consists of three components: First, the individual work steps are explained
(Assembly Notes). Second, the tools to be used are listed (Tool Notes), and
third, the actions to ensure quality are specified (Quality Notes).

RESULTS

The results of the experiments are presented in an evaluation matrix, known
as a heatmap. The heatmap combines numerical values with color codes,
which simplifies the interpretation of the results and allows for comparison
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with the test results of Meyer et al. (2024). Accordingly, a score of “4”
(criterion fully met) is highlighted in green, while a score of “1” (criterion
not met) is marked in red. A total of 16 experiments were conducted. The
quality of the assembly instructions was evaluated in terms of “Tool Notes,”
“Assembly Notes,” and “Quality Notes” using the six criteria (see Table 2)
and a four-point Likert scale (see Figure 5). To assess the influence of the
different independent variables on information quality, average scores were
calculated. In eight experiments, the prompt chaining method from Meyer
et al. (2024) was used, while the remaining eight employed an optimized
version of the prompt chaining method.

Figure 5: Evaluation matrix for the documentation of the test results.

The method from Meyer et al. achieved an average information quality
score of 2.6 points across the eight trials, while the optimized method slightly
improved the score to 2.7 points. Analog calculations were made for the other
three independent variables. As shown in Table 3, the type of BOMs had the
most significant effect on information quality. Using a Quantity BOM yielded
an average score of 2.4, while the Assembly BOM improved the score by 0.5
points. The second most influential factor was the provision of Tools-to-
Component (T-t-C) relations. When this information was not provided, the
information quality dropped by an average of 0.3 points.
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Table 3. Performance comparison of the test results.

Prompt Chaining Number of Experiments Average Score Difference

First Test Series 8 2.6 0.1
Optimized 8 2.7
Data Input
Q-BOM 8 2.4 0.5
A-BOM 8 2.9
Sequence 8 2.7 0.1
Without Sequence 8 2.6
T-t-C 8 2.8 0.3
Without T-t-C 8 2.5
Best Experiments
First study (Meyer et al.) 1 3.1 0.2
This study 1 3.3

As shown in Figure 5, the best result was achieved in the 16th experiment
with an average score of 3.3. In this experiment, an optimized prompt
chaining method was used, and information was provided using an Assembly
BOM, Assembly Sequence, and Tools-to-Component relations. While this
improved the information quality by 0.2 points compared to the best result
from the initial study by Meyer et al. (2024), there is still a shortfall of 0.7
points to reach a fully satisfactory assembly instruction (a score of 4 across
all criteria and elements of the instruction).

DISCUSSION

Building on the presented results, the subsequent section analyses the findings
in relation to the initial hypotheses. The outcomes are examined to determine
the extent to which the hypotheses are confirmed and to explore potential
implications for future research and practical applications.

Prompt Chaining Comparison: The hypothesis that an optimized prompt
chaining method with reduced information leads to higher information
quality in assembly instructions can only be partially confirmed. The
difference between the optimized prompt chaining (ø 2.7 points) and the
prompt chaining that provides more information (ø 2.6 points) resulted in
only a 0.1-point improvement. However, studies like those by Wei et al.
(2022) and Reynolds and McDonell (2021) support the idea that focused,
less complex prompts can enhance model performance.

Bills of Materials: In contrast to the study by Meyer et al. (2024), this
study shows that structured data, such as those found in an Assembly BOM,
are significantly better understood by the RAG model, leading to higher
information quality in the assembly instructions. While using a Quantity
BOM results in an average score of 2.4, the information quality improves to
2.9 with the use of an Assembly BOM, an increase of 0.5 points. Therefore,
the hypothesis that utilizing RAG and ChatGPT-4o enables more effective
processing of structured data from an Assembly BOM can be confirmed.
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Assembly Sequences: The hypothesis that providing assembly sequences –
i.e., information about the order of assembly steps – leads to higher
information quality in the assembly instructions can also be confirmed.
Including assembly sequences contributes to better structuring of the
instructions and resulted in improved information quality, particularly in
terms of how the information is organized. This finding is supported by the
work of Wang et al. (2023), who emphasize that clearly structured data are
crucial for the performance of LLMs.

Tools: The hypothesis that providing Tools-to-Component relations
positively impacts the information quality of the assembly instructions
can also be confirmed. Including these relations increased the information
quality by an average of 0.3 points compared to instructions where this
information was not provided. This result demonstrates that clearly defined
relationships between tools and components improve the quality of the
generated instructions.

Best Results: The hypothesis that the best result of this study surpasses the
best result from the initial study by Meyer et al. (2024) can be confirmed.
While the best result in this study achieved an average score of 3.3, the best
result in the first study was 3.1. Although the improvement of 0.2 points may
seem small, it can be concluded that the methods and optimizations used in
this study led to a higher overall information quality.

Critical Appraisal: To ensure the most objective assessment of information
quality, the three components of the assembly instructions (Tool Notes,
Assembly Notes, and Quality Notes) were evaluated separately using six
criteria based on a Likert scale. Evaluation examples were also provided as
guidance. However, it’s important to acknowledge that, despite the effort
to maintain objectivity, a slight influence from personal preferences cannot
be entirely ruled out. Additionally, the use of a four-point scale offers only
limited differentiation in the evaluation.

CONCLUSION

The experimental results demonstrate that the RAG approach has potential
for the automatic generation of assembly instructions. A key success factor
has been the use of RAG and ChatGPT-4o, combined with the provision
of structured datasets, such as Assembly BOMs and defined Tools-to-
Component relations. Although the information quality of the assembly
instructions was slightly improved compared to the initial study by Meyer
et al. (2024), it is still insufficient. As a result, in practical applications, each
generated instruction would need to be reviewed and refined by an employee.

Future research should not only focus on advancing the RAGmethodology
and optimizing data structures but also on exploring the implementation
of feedback loops. For example, assembly workers (or participants in
experimental trials) could evaluate the automatically generated instructions
and provide feedback to the RAG system, enabling a continuous
improvement process. These feedback loops would allow the creation of
assembly instructions to be continuously monitored and refined, enhancing
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the reliability of the instructions and ensuring higher quality outcomes in the
long term.
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