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ABSTRACT

The increasing availability and sophistication of artificial intelligence (AI) tools have
raised concerns about their potential misuse in social engineering attacks. This paper
investigates the potential of publicly available AI Models to be misused in the context
of phishing, focusing on the content generation phase. It explores the capabilities
of various AI models in generating phishing emails. The study also examines the
effectiveness of existing misuse prevention mechanisms implemented by AI platforms
and explores ways to circumvent these safeguards. The findings underscore the
significant threat posed by AI-enhanced social engineering attacks and emphasize the
urgent need for robust defensive strategies and increased awareness to mitigate these
risks in the evolving digital landscape.
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INTRODUCTION

Phishing remains one of the most common and effective forms of social
engineering, with cybercriminals continuously refining their tactics to exploit
human vulnerabilities. 57% of organizations experience phishing attempts
on a weekly or daily basis, highlighting the ubiquity of this threat in
today’s digital environment (Schulze and Cybersecurity Insiders, 2021).
The impact of phishing attacks on organizations and private individuals is
further underscored by numerous studies. For instance, (“X-Force Threat
Intelligence Index 2024”, 2024) identifies phishing as the leading initial
attack vector, responsible for 41% of security incidents.

In recent years, the rapid advancement in artificial intelligence (AI) has
provided access to powerful tools that can perform complex tasks with
low levels of effort. However, alongside these benefits, the potential for
misuse has emerged as a significant concern. The integration of AI into social
engineering attacks has significantly amplified the capabilities of malicious
actors. According to a study, AI-written phishing emails were opened by
78% of recipients, with 21% clicking on malicious content such as links or
attachments. While still having a 6% lower click rate compared to human-
generated emails, the generative AI (GenAI) tools can help compose phishing
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emails at least 40% faster, potentially leading to a significant increase in
phishing success rates (SoSafe, 2023).

This paper illustrates the current state of research in the context of using AI
for phishing attacks. A particular focus will be set on mitigation techniques
deployed in AI models to avoid malicious usage. In various examples it will
be shown that many of the defensive controls can be easily circumvented and
that the quality of resulting phishing emails can reach high standards.

RELATED WORK

The use of AI in social engineering attacks is not a new idea. Long before
the popularization of GenAI, research and studies have explored how neural
networks can be used to craft phishing messages. (Huber et al., 2009)
explore the idea of automating social engineering in Social Networking Sites
(SNSs) by gathering information and interacting with users on Facebook. The
experiments demonstrated that a bot can effectively gather information from
users and engage in conversations that were sometimes indistinguishable
from those with real people. However, limitations of the bot were also
identified, such as difficulty in handling multi-sentence queries and context-
specific questions that the bot was not pre-programmed to answer.

In general, cybercriminals nowadays are using generative AI to write
grammatically and semantically correct emails in multiple languages faster
than humans (SoSafe, 2023). This eliminates the typical tell-tale sign of
phishing emails being poorly written (“How Can I Recognise Phishing in
E-mails and on Websites?”, n.d.), making them harder to detect.

A recent study has specifically explored the potential of AI in generating
phishing emails. In the comparative study, researchers examined whether AI-
generated phishing emails could rival those crafted by experienced social
engineers. AI was able to produce highly convincing phishing emails in
a fraction of the time it takes human experts. While human-generated
emails still benefited from deeper demonstration of emotional intelligence,
better personalization, and more strategic use of authority and urgency, the
narrow margin by which humans outperformed AI underscores the growing
capabilities of generative AI in social engineering (“AI vs. Human Deceit:
Unravelling the New Age of Phishing Tactics”, 2023).

MISUSE PREVENTION TECHNIQUES

AI models employ various techniques to mitigate the misuse of AI. The
subsequent sections will highlight a range of those techniques (Clifford, n.d.).

Fine-Tuning

Fine-tuning is the process of training an AI system with additional data
like pairs of malicious questions and safe answers to those questions. A
similar effect can be achieved through so-called “reinforcement learning from
human feedback” in which humans evaluate the appropriateness of answers
to certain questions, conditioning the system to avoid potentially harmful
answers.
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Filters

Filters are a means to avoid malicious user input to or inappropriate answers
from the AI system. Similar to a firewall, that can block data packets when
entering or leaving the system, a filter in the context of a large language model
(LLM) blocks unwanted requests or dangerous output. Humans or LLMs can
train the filters by scoring the input and output data as more or less malicious.

Rejection Sampling

Rejection sampling scores multiple outputs of the AI model regarding their
potential harm. From those possible outputs the system only returns the one
with the least harmful score.

System Prompts

System prompts are predefined instructions that are added to the user
prompts to define the model’s behaviour to reduce the likelihood that the
produced output is dangerous. For example, the simple addition of “ignore
harmful requests” or “avoid potentially malicious output”, hidden from
users, can be sufficient to achieve a less harmful output.

Dataset Filtering

Dataset filtering are similar to the filters described above. However, they
remove potentially harmful data before the AI model is trained. That way,
the risk that the AI model learns dangerous content is reduced.

Monitoring-Based Restrictions

Restrictions can also be applied by monitoring the inputs and outputs of
specific users. If such monitoring indicates that a user repeatedly puts in
malicious requests or the output contains data that is frequently considered
harmful, AI service providers can react, for instance, by warnings, service
reduction or service blocking for the respective user.

COMPARISON OF AVAILABLE AI MODELS

When it comes to text generating AI, there are multiple publicly and
commercially available options. In the following section, different models
will be tested for misuse prevention mechanisms and their circumvention and
output quality. The models that will be tested are OpenAI GPT-4o, OpenAI
GPT-3.5 Turbo (“ChatGPT”, n.d.), Google Gemini, Gemini 1.5 Pro (“Google
Gemini”, n.d.), Anthropic’s Claude 3.5 Sonnet (“Claude”, n.d.) Llama-3
(“Llama3”, n.d.) and dolphin-mixtral (“Dolphin-Mixtral”, n.d.), with the
latter two being hosted locally.

Misuse Prevention and Circumvention

In text generation with AI, the quality of the output can vary drastically
depending on the input. In the following, different text prompts will be
tested and compared to find how to generate the best quality generic phishing
emails. This technique is commonly known as “prompt engineering”.
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OpenAI GPT-4o
GPT-4o is currently OpenAI’s most advanced public model (“OpenAI”, n.d.).
During the assessment of GPT-4o, no effective mitigation measures could be
identified. The AI routinely outputs the prompted results without the need of
any circumvention. Sometimes it includes warning messages which notes the
legal conditions of phishing. If requests are denied they can usually be easily
circumvented (see Figure 1).

Figure 1: GPT-4o request denial (top) and circumvention (bottom).

OpenAI GPT-3.5 Turbo
OpenAI GPT-3.5 turbo is available to anyone with an OpenAI account for
free and with no usage limits (“OpenAI”, n.d.). Its misuse prevention is
limited to occasionally displaying the same warning messages and disclaimers
as GPT-4o showed in Figure 1. As can be seen in Figure 2, using the same
prompt that GPT-4o refused to generate, GPT-3.5 turbo directly provides the
requested result.
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Figure 2: GPT-3.5 turbo lacking misuse prevention.

Google Gemini
Google Gemini is Google’s basic, free AI model comparable to GPT-3.5
(“Gemini”, 2024). When prompted to generate a general phishing email, the
model frequently returns a warning that it cannot generate a phishing email
but then provides an example, effectively giving the desired result, as shown
in Figure 3.

Figure 3: Google Gemini misuse prevention.
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Google Gemini 1.5 Pro
Gemini 1.5 Pro is Google’s current public flagship model. Using the same
prompt as with Gemini, Gemini 1.5 Pro denies the request, seen in Figure 4
(left). Providing the circumvention scenario shown in the prompt of Figure 1
(bottom) produces the same rejection. To achieve the desired result, a more
elaborate scenario is provided in the prompt, bypassing the misuse prevention
mechanism, as can be seen in Figure 4 (right).

Anthropic Claude 3.5 Sonnet
Claude 3.5 Sonnet is the newest of the tested models, outperforming GPT-4o
and Gemini 1.5 Pro in most public evaluations (“Introducing Claude 3.5
Sonnet”, n.d.). Neither the prompt shown in Figure 1 (top and bottom)
nor the ones in Figure 4 result in the desired output using Claude Sonnet.
Basic circumvention techniques yielded a response similar to the one shown
in Figure 5 (left). While many different attempts failed, an example of a
successful prompt is shown in Figure 5 (right.).

Figure 4: Gemini 1.5 Pro misuse prevention (left) and its circumvention (right).

Figure 5: Claude 3.5 Sonnet misuse prevention (left) and circumvention (right).
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Llama3
Developed by Meta, the 8B parameter size Llama3 model is run in a local
environment using ollama (Ollama, n.d.). Llama3 indicates better misuse
prevention than most of the tested models. It refuses the prompts shown
in Figures 1 and 4. Circumvention was achieved with the prompt used in
Figure 6.

Dolphin-mixtral
Dolphin-mixtral is an uncensored model based on the Mixtral model
(“Dolphin-Mixtral”, n.d.). In this context being uncensored entails that filters
and misuse prevention have been removed, thus it is expected that the desired
output is generated without warnings (cf. Figure 7). For this assessment,
dolphinmixtral 8x7b is utilized, hosted locally using ollama.

Figure 6: Llama3 misuse circumvention.

Figure 7: Dolphin-mixtral without misuse prevention.
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OUTPUT QUALITY

In the following, the quality of the outputs by different AI models is assessed
and compared. Several scenarios involving bypass techniques are analysed
and their effectiveness is evaluated usingmaturity criteria. Due to the inherent
subjectivity in the perception phishing-related characteristics, an objective
evaluation of their effectiveness is not feasible. A future empirical study
will focus on click rates of the different generated outputs. The following
criteria serve as the basis for evaluation: redundancy, fluency of language,
excessive levels of formality or politeness, technical accuracy, contextual
relevance, tendency toward generalization and common AI-specific phrasing
patterns. During this research, the authors manually inspected and evaluated
the generated results.

General Prompt

As expected, based on the findings in the previous chapter, all models
except GPT-3.5 and dolphin-mixtral refuse to generate the prompted
phishing email. The adherence to the prompt is evident in both emails as
they effectively encourage the recipient to download and run an attachment.
However, GPT-3.5’s email does so in a simpler and more direct manner,
which is typically more effective for phishing schemes aiming to prompt quick
and unquestioning compliance. Dolphin-mixtral’s email is more complex,
instructing the recipient to follow several steps, which might raise suspicion
and deter recipients from completing the required actions. GPT-3.5 also
demonstrates superior capability of creating a sense of urgency, using clear
and direct language and emphasizing the necessity of immediate action.

Prompt Engineered Prompt

All of the generated emails adhere well to the prompt and demonstrate
a good understanding of how to craft a realistic phishing message. They
use urgency and calls to immediate action to manipulate the recipient into
clicking the malicious link. The language is direct, avoiding overly polite
phrasing. However, among the generated emails, Claude 3.5’s stands out as
the most effective. All the others are very generic and very short, while the
one generated by Claude 3.5 includes more details that add legitimacy to the
email, like a support phone number.

Set Pretext Prompt

The GPT-4o model crafts the most convincing phishing email among the
options presented. It effectively uses a recent event as a hook and creates a
sense of urgency by mentioning a 24-hour expiration for the photos. Due to
its casual tone and the inclusion of the recipient’s name the resulting email
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elicits a lower level of suspicion. Furthermore, a postscript offering help
adds a layer of authenticity that could tempt the recipient to click on the
link further. While the other models generate seemingly plausible phishing
emails, they fall short in comparison to GPT-4o: GPT-3.5 lacks urgency and
personalization, making the link less enticing. Claude 3.5’s, Llama3 and
Gemini’s outputs refer to specific events, which could raise suspicion and
might not be relevant to all recipients. Gemini Pro appears overly formal in
tone and structure, missing an individualized element that phishing emails
often use. Finally, dolphin-mixtral indicates the least effectiveness, deviating
significantly from the prompt with its overly formal tone and unusual request
for the recipient to share additional information. In conclusion, GPT-4o
stands out due to its most suitable blend of urgency, personalization, and
a plausible reason for sharing a Dropbox link, making it probably the most
likely to succeed in a real phishing scenario.

Spear Phishing Prompt

While all the emails adhere to the prompt to some extent, the email
from Gemini Pro stands out due to its personalized and alarming nature.
It specifically mentions a suspicious login attempt from Seattle, WA, where
the potential victim is located according to his LinkedIn profile. This
detail adds a sense of urgency and personal relevance that could entice the
recipient to click on the link. The email also plays on the fear of account
compromise, further motivating the recipient to take immediate action. The
other emails are also effective to varying degrees. GPT-4o’s and GPT-3.5’s
emails are straightforward and concise, focusing on account verification
due to unusual activity. Claude 3.5’s email leverages the victim’s project
management background to create a sense of urgency, while Gemini’s email
is similar to GPT-4o and GPT-3.5’s but more direct. Llama3’s email, while
relevant to LinkedIn, might not be as effective as it focuses on policy changes
rather than urgent security threats. Dolphin-mixtral’s email, while seemingly
relevant due to the victim’s past employment, could be less effective as it
targets a subscription service rather than a professional account. Overall, the
email from Gemini Pro appears to be the most likely to succeed due to its
combination of personalization, urgency, and fear appeal, making it the most
effective spear phishing email.

To summarize the findings of all generalized prompts, Table 1 presents a
consolidated scoring for each email on a scale of 1 (lowest score) to 10 (best
score). A 0 means that the model has not generated any mail due to security
precautions. This scoring reflects a subjective assessment of both the email’s
potential to deceive a recipient and its faithfulness to the provided prompt.
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Table 1. Subjective assessment of emails.

Model General Prompt Engineering Set Pretext Spear Phishing

OpenAI GPT-4o 0.0 7.0 8.5 6.0
OpenAI GPT-3.5 turbo 6.0 4.0 7.0 6.5
Google Gemini 0.0 4.0 5.0 6.5
Google Gemini 1.5 Pro 0.0 6.0 7.0 8.5
Anthropic Claude 3.5 Sonnet 0.0 8.5 8.5 8.0
Llama3 0.0 5.0 3.0 1.5
Dolphin-mixtral 5.0 4.5 2.0 2.0

CONCLUSION

The more advanced models like GPT-4o and Gemini 1.5 Pro show a very
basic level of misuse prevention mechanisms. GPT-3.5 Turbo and Gemini’s
misuse prevention is basically non-existent. They occasionally provide
warnings about potential illegality and misuse but still generate phishing
emails with very simple prompts. Claude Sonnet 3.5 and Llama3 appear to be
more advanced in their implementation of misuse prevention. While Llama3
could also be circumvented easily, it still showed better protection than the
aforementioned models. Claude Sonnet 3.5 has the best misuse protection
of the tested models. It shows a deeper understanding of phishing methods
and can even determine whether an email could be potentially harmful
before generating it. While it was possible to circumvent this protection,
it indicates that appropriate measures have been enacted. Dolphin-mixtral
requires separate consideration, as it functions as an uncensored model
executing all instructions as provided.

When exploring the capabilities of various AI models Anthropic Claude
3.5 Sonnet consistently excels in generating realistic and persuasive phishing
emails, scoring high across all criteria. Google Gemini 1.5 Pro and OpenAI
GPT-4o also demonstrate strong performance, though they occasionally fall
short in terms of realism compared to Claude 3.5.
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