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ABSTRACT

This work presents a comparative evaluation of two approaches for the real-time
classification of human activities. The objective is to automate the documentation
of daily activities performed by patients, thereby assisting healthcare professionals
in the treatment of diseases. Both approaches are based on the integration of
smartwatch technology with a recurrent neural network, specifically the Long Short-
Term Memory (LSTM), with the objective of enabling real-time activity classification.
The primary distinction between the two classification methodologies pertains to
the implementation of the LSTM network. In the initial classification approach, the
LSTM neural network is executed on a server. In order to achieve autonomous
classification, independent of network connectivity, the LSTM was implemented
directly on the smartwatch in the second classification approach. These differences
result in discrepancies in performance and functionality. The evaluation indicates
that the server-based smartwatch model exhibits superior classification accuracy,
advanced analysis and more comprehensive functionalities, suited for continuous
connectivity needs, whereas the model implemented on the smartwatch demonstrates
a reduced susceptibility to connection errors. The locally implemented method
offers greater mobility and energy efficiency, minimizing network dependency while
maintaining classification precision, making it ideal for care settings with limited
connectivity. In both classification approaches, the smartwatch enables the sampling
of accelerometer, gyroscope, gravity, and orientation data at 20 Hertz (Hz), which is
then transmitted to the recurrent LSTM neural network for real-time classification. The
implemented live classification provides immediate feedback on the specific activity
that was performed at a given time. Based on data from the smartwatch sensors, very
similar activities can be classified flexibly, independently of location, and in real time.
The sensor technology of the classification approaches can be continuously integrated
into the daily life of a patient through the smartwatch, offering insights into patients’
motor abilities, which can assist healthcare professionals in caring for their patients
and improving the treatment of their conditions. The activities of eating, writing, and
drinking were selected due to their frequency and importance in daily care settings.
These actions reflect routine motor skills crucial for assessing patient autonomy and
health status, thus making their accurate recognition essential for effective care and
timely intervention.
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INTRODUCTION

Demographic changes are leading to an aging population and a higher
demand for care, while the workforce declines. The falling birth rate amplifies
this trend, placing an unsustainable strain on the healthcare system, as
outlined by England and Azzopardi-Muscat.

This study aims to ease the burden on care staff by supporting their daily
tasks and streamlining the documentation of motor skills, which is essential
for early disease detection. Documenting patients’ activities is often time-
consuming, so two approaches for digitalizing this process were developed.

We present two real-time human activity classification methods to
automate patient movement documentation, thus reducing care staff
workload. Using a smartwatch and a Long Short-Term Memory (LSTM)
neural network, both methods detect and classify activities in real-time to
improve patient care through precise, mobile motor activity tracking.

This study focuses on comparing two live classification methods for human
activity recognition via smartwatch technology. The first approach executes
the LSTM model on an external server, requiring a stable network connection.
To counter network dependency, the second approach embeds the LSTM
directly on the smartwatch, enabling offline classification and reducing
reliance on constant connectivity.

Since many care devices rely on network connections, and stable access
isn’t always guaranteed, the second approach allows direct smartwatch-based
classification, enhancing resilience against network issues. Each method
has distinct performance variations, presenting unique advantages and
limitations in documentation potential.

This paper provides the following contributions: 1. An approach to real-
time activity recognition using smartwatches that transmit their data to an
LSTM network on an external server. 2. An approach to real-time activity
recognition using a smartwatch where the LSTM network is integrated
directly into the watch. 3. A comparison of the two smartwatch technologies
in terms of performance and applicability.

Both smartwatch approaches offer the ability to classify activities. The
smartwatches provide sensor data in real-time, including values from the
accelerometer, gyroscope, and gravity sensors, at a rate of 20 Hz. This
data is then processed by a recurrent neural network, specifically the Long
Short-Term Memory (LSTM) network. This enables the flexible and precise
classification of everyday activities, thereby providing valuable data for the
improvement of disease management and care support.

The structure of this work is as follows: The next section reviews
related work in health information technologies, human activity recognition,
and smartwatch classification. This is followed by an overview of
the project structure for the two classification models, along with a
discussion on real-time motion recognition and the machine learning tool.
The Activity Recognition section covers the activity recognition process,
presents live classification results, and offers a comparative analysis of
the two approaches. The paper concludes with a summary and final
insights.
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RELATED WORK

The following section presents a selection of related work on human activity
recognition and smartwatch classification. These studies are collectively
concerned with the analysis of human movement using smartwatches.
Subsequently, the current state of research in this field is discussed, along
with the potential contributions of this work.

As asserted by Lopes de Faria and Vieira, the advent of technological
advancement has led to the emergence of novel intelligent devices, including
the smartwatch, which is becoming increasingly prevalent in our daily lives.
Such devices are frequently utilized for health-related purposes, particularly
in the healthcare sector, for the detection of human movement. Wearable
devices, including smartwatches, are gaining prominence as tools for
monitoring daily activities and assessing health.

The detection of mental and physical disorders and the provision
of support to those experiencing difficulties can lead to significant
improvements in users’ health, as evidenced by Malu and Findlater. Many
of these applications rely on data collected by sensors on smartwatches,
including heart rate monitors, GPS, accelerometers, and gyroscopes. For
instance, Brezmes et al. have successfully employed an accelerometer to
measure a range of human activities.

In their work, Alpert et al. conclude that the majority of clinical staff view
health data generated by smartwatches as a method of reducing workload,
promoting patient motivation, and enhancing the relationship with the
patient.

According to Liu et al. wearable health monitoring systems have emerged
as a prominent area of research, attracting significant attention from the
academic community.

In addition to activity classification, the rapid progress of smartwatches in
the health field is also worthy of note. Bienhaus provides an overview of the
fundamentals and applications of smartwatches, with a particular emphasis
on their accelerated development in the health sector. He asserts that the
health-related functions of smartwatches have a beneficial impact on quality
of life, particularly for individuals requiring care, and are therefore becoming
increasingly appealing.

The article by Klucken, Gladow, and Hilgert also delineates the
functionalities of smartwatches and the requisite developmental status for
the utilization of smartwatches in the medical field. The authors employ
studies to illustrate the potential health improvements. However, for
medical use, the technology must be enhanced and clinically adapted,
necessitating the development of complex algorithms to process the data
accurately.

The results of these studies demonstrate the potential of smartwatches to
facilitate advancements in the healthcare sector. The devices’ ability to classify
human movement activities using sophisticated algorithms holds significant
promise.
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PROJECT STRUCTURE

Our project is divided into two distinct approaches. The first approach
focuses on detecting eating, drinking, and writing activities through the
classification of an ML model that has been specifically trained and operates
on a server. The second approach for recognizing eating, drinking, and
writing is based on direct classification on the smartwatch. Both approaches
are described in detail below.

First Approach - Classification Operates on a Server

Figure 1 provides an overview of this project, presenting a standalone Wear
OS application for the Google Pixel Watch 2.
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Figure 1: Overview from data generation to live classification.

The application includes methods for capturing motion and health data,
a temporary data backup in the smartwatch’s memory, tools for data
tagging, and an interface for exchanging sensor data with a web server via a
WebSocket. In case of connectivity issues, backup mechanisms can initiate a
retransmission of the sensor data collected during a session.

The data collected on the smartwatch is transmitted to a website on a
server, where it can be processed, displayed and analysed in real time. The
Google Pixel Watch 2 is used, which is equipped with sensor technologies
that form the basis for tracking interaction and health data.

The communication between the smartwatch and the web server is a
TCP/IP communication between a Node]S WebSocket.

Figure 2 illustrates the web dashboard. The globe icons in the header
represent the 12 possible users. As soon as a user logs in via the WebSocket
or their watch, the icon turns green.
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Figure 2: Web dashboard for classifying and analysing movement data via registered
watches.

The desired sampling rate (hertz) can be configured in the left menu, after
which tracking begins. A WebSocket sends the command to the smartwatch,
which streams data packets at the specified rate. Labels for activities can be
set up in the right menu and managed below, allowing real-time data flow
into the MySQL database.

This automated data aggregation enables efficient tracking and labeling of
thousands of data points quickly. The application is configurable, allowing
the integration of additional sensors and attributes as needed.

Before classification, data undergoes pre-processing. For the test and
training sets, movement sequences were standardized to approximately ten
seconds. At a 50 ms interval (20 data points per second), this results in 200
data points per sequence.

The classification model uses a Long Short-Term Memory (LSTM)
network Hochreiter and Schmidhuber, a recurrent neural network (RNN)
architecture. Key elements of an LSTM memory cell include input, forget,
and output gates, which manage each cell’s state via an activation function.
LSTMs are well-suited for sequential sensor data processing due to their
capacity to capture temporal dependencies over long periods, addressing
the vanishing gradient issue Ashry et al. As Oluwalade et al. note, this
architecture effectively learns temporal dependencies and retains crucial
sequences, enabling accurate real-time motion classification in patient
monitoring.

For real-time classification, users access a webpage with a simple interface
to select their username and the delay between classifications. Once
initiated, communication between the client and server is managed through
asynchronous WebSockets. Live classifications, including class labels and
their probabilities, are sent to the client in JSON format as they are processed
on the server with the exported model.
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Figure 3 presents a bar chart, generated by the LSTM-System, that
illustrates the classification probability of various activities within the care
sector, as identified by the Google Pixel Watch in the context of real-time
activity recognition.
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Figure 3: Example of a graph generated by the LSTM system illustrating the
classification probability of care activities.

The Y-axis represents the classification probability, and the X-axis the
timestamp of the classifications. Each classified activity is assigned a unique
color in this diagram, which is used to color the associated bars. Since
each classification contains the probability for each of the four classes, the
probabilities of all four charts in a classification amount to 100%. The bar
chart enables the nursing staff to monitor the classification of their patients’
activity data in near real-time.

Second Approach Implemented Locally on the Smartwatch

Figure 4 shows the development and deployment process for implementing
and realising the smartwatch application.
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Figure 4: Development and deployment process for the implementation of the
smartwatch application.
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To make the classification model autonomous, network-independent,
and less prone to connection errors, we developed an LSTM-based
approach directly on the Galaxy Watch 5. This smartwatch implementation
classifies activities in real time without server-side processing, which reduces
connectivity issues in care settings.

The smartwatch app leverages sensors like the accelerometer, gyroscope,
and magnetometer to collect and process motion data on the device. An
optimized LSTM model on TensorFlow Lite (TFLite) enables real-time
recognition, classifying activities such as eating, drinking, and writing, with
immediate results displayed on the watch. Unlike the server-based solution,
all data processing is local, ensuring continuous operation without network
dependence.

The user-friendly interface provides start and stop buttons, displays
recognized activities, and tracks the prediction count. Users can customize
prediction frequency and start tracking to enable continuous, reliable activity
recognition, even in low-connectivity environments. This development is
based on the master’s thesis by Mark Fries.

ACTIVITY RECOGNITION

This section evaluates the two classification approaches described above.
The aim of this evaluation is to test which classification approach is best
suited for recognising human activities in the care sector and has a higher
classification accuracy of everyday activities.

Assessment of the Model Conversion

In the evaluation of the model conversion, Accuracy, Recall, Precision
and F1-Score were used as the main performance metrics, with F1-Score
being the most important metric. To evaluate the performance of the model
implemented on the smartwatch, the results were compared with those of
the original server-based model. Both models were tested in the development
environment and on the smartwatch to identify possible differences. Specific
test data was used for the tests and a method called create_sequences was
developed for data preparation, which creates sequences without a sliding
window approach.

The test results showed small differences between the models in terms
of accuracy, recall, precision and F1 score, with deviations of only about
0.44%. This indicates a high level of consistency between the models. The
results suggest that the performance of the TFLite model, even if tested under
idealised conditions, could be representative for use on the smartwatch. The
values determined are compared in Table 1 below. They indicate a reliable
performance of the model, even under the resource-limited conditions of a
smartwatch.

Battery Capacity

In order to evaluate the performance and efficiency of the smartwatch
application in the context of live classification, it is essential to analyse the
energy consumption. For continuous activity-related services, such as those
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required for activity monitoring in the care sector, a long battery life is
necessary, as mobile devices are worn continuously and need to collect data
continuously.

Table 1. Analysis results of the battery capacity.

Accuracy Recall Precision F1-Score
Pixel Watch 2 87,01% 90,84% 88,44% 88,64%
Galaxy Watch 5 86,40% 90,42 % 88,01% 88,12%

However, as smartwatches have a limited battery capacity (e.g. Google
Pixel Watch 2: 306 mAh (8), Samsung Galaxy Watch 5: 410 mAh (14)),
frequent data collection and a server-based approach can put a heavy strain
on the battery. The battery consumption of the classification models on the
Google Pixel Watch 2 and the Samsung Galaxy Watch 5 is tested for thirty
minutes at a frequency of 20 Hz to assess the impact of the classification
models on battery life. In order to obtain valid test results, it was ensured
before the test that no other background processes were running on the
watch. The results of the test are shown in Table 2.

Table 2. Comparison of the battery consumption of the classification models on
Google Pixel Watch 2 and Samsung Galaxy Watch 5 at 20 Hz over 30 minutes.

Start Batt. Stop Batt. Energy

Cap. Cap. Consumption
Pixel Watch 2 100 % 90% 10

88% 76% 12
Galaxy Watch 5 100% 91% 9

88% 82% 6

The “Start battery capacity” and “Stop battery capacity” columns in the
table reflect the battery percentage of the smartwatches at the beginning and
end of the test. The results indicate that energy consumption varies with
data processing methods. The Samsung Galaxy Watch 5, which performs
classification locally, uses less battery compared to the Google Pixel Watch 2,
which depends on a continuous network connection to transmit data. This
constant connection leads to faster battery drain on the Pixel Watch 2,
requiring more frequent charging. Notably, the Galaxy Watch 5’s local
classification approach is more efficient, with consumption rates of 6-9%
compared to 10-12% for the Pixel Watch 2.

Now, two experiments on the daily classification of everyday activities
follow. These experiments evaluated real-time classification of activities, with
three participants. Data acquisition involved 12 features per activity, using a
label duration of 15 seconds at a frequency of 20 Hz. Activities included two
similar combinations of arm positions and movements (eating and drinking)
and one distinct activity (writing). Each activity was performed ten times for
fifteen seconds, with the smartwatch worn on participants’ dominant hands.
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Experiment 1: Classification on the Samsung Galaxy Watch 5. In
this live classification, using the locally implemented model, writing was
distinctly recognized due to its unique movement pattern, achieving accurate
classification in all ten attempts. Drinking was correctly classified nine out
of ten times, while eating was correctly identified in seven of ten attempts,
likely due to movement similarity between eating and drinking. This suggests
that distinct movements are easier to classify.

Experiment 2: Classification on the Google Pixel Watch 2. With the server-
based model, the Pixel Watch 2 also accurately classified writing in all
trials, drinking in all cases, but correctly identified eating in only six of ten
cases. This suggests that the movement pattern for eating has less distinctive
characteristics, impacting detection accuracy.

Comparison: Both models demonstrated high accuracy in recognizing
writing, as its movement sequence has unique characteristics. Similarly,
drinking was well recognized, with the server-based model showing
slightly higher precision. Eating proved challenging to classify, due to
its similarity to drinking. These results confirm that distinct movement
patterns improve classification reliability, and show that the implementation
environment (local vs. server-based) has minor but measurable effects on
precision.

CONCLUSION

In this work, two approaches for real-time classification of daily activities in a
care context were evaluated: a server-based model and a locally implemented
model on the smartwatch.

The server-based classification approach utilizes the Google Pixel Watch 2,
which allows central storage and extensive processing of movement data on
a web server. This approach offers high processing power, flexibility, and
a user-friendly interface for monitoring and analyzing activity recognition
through a web dashboard. The classification accuracy was solid, with precise
results for activities such as writing and drinking; however, the constant
network connection led to increased battery consumption.

The locally implemented approach on the Samsung Galaxy Watch §
aims to minimize network dependency and execute autonomous real-
time classification directly on the smartwatch, without relying on an
external server connection. This enhances reliability in care facilities
with limited network availability and connectivity issues, while reducing
energy consumption through local data processing. The Galaxy Watch 5§
demonstrated more efficient battery life and minimal loss of classification
accuracy.

Overall, the server-based approach achieved better classification results
and more detailed data analysis, while the local method excelled in
mobility and reduced energy consumption. For applications requiring
continuous connectivity and detailed analysis, the server-based approach is
ideal; however, where stable network connections are not available, local
classification provides an effective and resource-efficient solution.
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