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ABSTRACT

This paper examines the theoretical foundations of UlI/UX design and human-
system interaction, with a focus on how logical integrity impacts cognitive
processes. Despite advancements in technology and interface design methodologies,
many contemporary systems remain unintuitive and frustrating. Scholars have
metaphorically linked these persistent usability issues to the second law of
thermodynamics, suggesting an inevitable “entropic progression” toward
technological complexity. By revisiting classical thought experiments, such as
Maxwell’'s demon and Russell’s paradox this study provides novel insights into
current interface design challenges. Employing a newly developed information-
theoretic framework to model and enhance user interactions, the paper emphasizes
the crucial role of human reasoning and cognitive validity in designing coherent,
intuitive interfaces. This perspective demonstrates that effective user-system
interactions fundamentally depend on logical integrity across the system, Ul, and
user, highlighting its importance in modern Ul/UX design.

Keywords: Human-computer interaction, Artificial intelligence, Network of things, Logic
fallacies, Maxwell’'s demon, Russell’s paradox, Information theory, User interface design (Ul),
User experience (UX), Human-Centered Design (HCD)

INTRODUCTION

“Each day we awake to a world that appears more confused and
disordered than the one we left the night before.”
— Jeremy Rifkin (Rifkin, 1980)

In Entropy: A New World View, Jeremy Rifkin (1980) contends that global
industrial development mirrors the rising entropy levels predicted by the
second law of thermodynamics. Over the past several decades, numerous
scholars have echoed this perspective (Ellul, 1964; Perrow, 1984; Tainter,
1988; Tenner, 1996; Taleb, 2007, 2012; Arbesman, 2016), arguing that
many modern technological frustrations stem from a psychological alignment
with an ever-increasing measure of disorder. Meanwhile, other researchers,
from Loschmidt (Wu, 1975) and Schrodinger (1948) to Kauffman (1993,
1995), question whether the second law dooms humanity to ceaseless entropy
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growth, positing that living systems naturally strive to curb localized entropy
within larger networks. The former viewpoint provides what some see as
“psychological comfort and moral relief,” whereas the latter challenges
human innovation to actively maintain order amid escalating functional
complexity.

Focusing specifically on user interface (UI) design, this paper examines how
human innovation unfolds within the deliberately constructed, laboratory-
like niche environment of interactivity. It explores the cognitive reasoning
that users employ, particularly with respect to maintaining “boundary
integrity” in user logic, a persistent challenge in an era of escalating
technological complexity.

RATIONALE AND BACKGROUND

In human—computer interaction (HCI) and UI/UX design, scholars have long
recognized users’ limited cognitive resources, such as attention, memory,
and reasoning capacity. Gibson (1979) suggested that humans’ perceptual
capabilities are directly “afforded” by objects themselves; Norman (1988,
2004) demonstrated that users often develop mental models that misinterpret
interface behaviors; and Nielsen (1994) formalized usability heuristics
explicitly designed to address human biases and memory constraints. Across
overlapping fields, including cognitive science, design theory, and Al safety
(Vicente & Matute, 2023; Leffer, 2023). Yet the fundamental question
remains: How can science and technology effectively accommodate genuine
human limitations?

Despite these scholarly contributions, much of the literature implicitly
attributes interaction failures to “human error”, often without fully
accounting for the complexities inherent in an evolving technological
landscape (Reason, 1990). Terms such as “human biases” (IxDF, 2021), the
“assimilation paradox” (Carroll & Bosson, 1987), or even the second law
of thermodynamics itself (Rifkin, 1980), do not consistently resolve practical
design issues. While industry frequently provides localized solutions, these
approaches may require fundamental reconsideration when new technologies
emerge (de Winter, 2024).

Human cognitive limitations and their resulting complexities extend
beyond just UI/UX and interaction design. For instance, Wikipedia (2025a)
currently lists over one hundred logical fallacies, a catalogue that has
steadily expanded since Aristotle’s time. While such enumerations are
valuable for theoretical discourse, they provide limited practical guidance for
enhancing Ul design. Simply instructing designers or developers to “avoid
each recognized fallacy” offers minimal actionable advice. Consequently,
this paper adopts an alternative approach: it analyzes how user cognition
generates and navigates paradoxes within human-system interactions by
revisiting and deconstructing the conceptual foundations exemplified in the
paradox of Maxwell’s demon.
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MAXWELL'S DEMON: A STATISTICAL LAW & A BOUNDARY LEAK

James Clerk Maxwell proposed his famous thought experiment in 1867,
ostensibly challenging the second law of thermodynamics (Maxwell, 1871a;
Clausius, 1867). He envisioned a diminutive, intelligent being— “Maxwell’s
demon,” as Kelvin later named it (Thomson, 1874)—governing a small door
between two gas-filled chambers (Maxwell, 1871b). By selectively allowing
faster molecules to pass one way and slower molecules the other, the demon
seemed able to create a temperature gradient without performing external
work, thereby contravening the second law. Subsequent analyses generally
concluded that the demon itself must expend energy during measurement,
data storage, or erasure, thus preserving the validity of the second law.

Maxwell’s earliest reference to the paradox can be traced to an 1867 letter
(Knott, 1911), expanded upon in Theory of Heat (Maxwell, 1871b). He
wrote:

“If we conceive a being whose faculties are so sharpened that he can
follow every molecule in its course, such a being, whose attributes are
still as essentially finite as our own, would be able to do what is at present
impossible to us. For we have seen that the molecules in a vessel full of air
at uniform temperature are moving with velocities by no means uniform,
though the mean velocity of any great number of them, arbitrarily
selected, is almost exactly uniform. Now let us suppose that such a vessel
is divided into two portions, A and B, by a division in which there is a
small hole, and that a being, who can see the individual molecules, opens
and closes this hole, so as to allow only the swifter molecules to pass
from A to B, and only the slower ones to pass from B to A. He will thus,
without expenditure of work, raise the temperature of B and lower that
of A, in contradiction to the second law of thermodynamics.”

Closer inspection reveals that the thermodynamic environment assumed
by the second law—a single chamber or, in some versions, two chambers
tending toward thermal equilibrium—is fundamentally altered once Maxwell
introduces a trapdoor and an intelligent “demon” (see Figure 1).

This reframing effectively modifies the system boundaries. Rather than
directly challenging the second law itself, Maxwell’s scenario juxtaposes two
distinct contexts. Maxwell’s demon highlights the statistical underpinnings
of the second law: although it is exceedingly unlikely for entropy to
spontaneously decrease in large or long-term systems, smaller-scale or
transient fluctuations can momentarily reduce entropy within the boundary
of a defined system. Over decades, extensive debate about whether Maxwell’s
demon genuinely violates the second law (Leff & Rex, 2003) has introduced
additional complexities, examining potential constraints on the law’s scope
and applicability (Szilard, 1929; Landauer, 1961; Bennett, 1982; Zurek,
1984; Vedral, 2000).

Maxwell originally intended to illustrate the statistical rather than absolute
nature of the second law, where entropy increases by overwhelming
probability rather than necessity. Thus, Maxwell’s thought experiment
demonstrates how rare fluctuations could locally reduce entropy, defying
typical expectations. Yet by introducing a demon and trapdoor, Maxwell
fundamentally transforms the thermodynamic setup from that initially
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considered by the second law, incorporating external elements absent in the
original scenario. From a Networked Two-Way Communication Channels
(NTCC) perspective (Chong, 2023, 2024a, 2024b), this additional apparatus
constitutes a conceptual boundary leak: the system ceases to be the passive
(or non-intelligent) thermodynamic entity on which the second law relies.
Maxwell’s molecule-sorting “being” and its trapdoor introduce new “nodes”
into the communication channel, representing an unavoidable shift away
from the isolated container assumed by the second law of thermodynamics.

The 2nd Law of Thermodynamics

Temperature -
Reservoir -

Fig. 10-3. A Maxwell demon controlling a door between two chambers each
initially at temperature 7,, and pressure P,.

Figure 1: A graphical depiction of Maxwell's demon, adapted from Entropy for
Biologists (Morowitz, 1970). By introducing both a trapdoor and a selective,
trapdoor-controlling “being” into the thermodynamic system, Maxwell's paradox
fundamentally alters the conditions assumed by the second law.

MISINTERPRETATION AND BOUNDARY LEAKAGE

Shannon (1948) famously demonstrated that information-theoretic analysis
could apply to linguistic phenomena. Recent work has extended these insights
to both linguistic and product interfaces (Chong, 2024a, 2024c¢), employing
the Networked Two-Way Communication Channels (NTCC) theory to
analyze “entropy alignment.” In this framework, Maxwell’s introduction of
a trapdoor and a “sorting demon” effectively creates a noisy communication
channel (Shannon’s term) in his reinterpretation of the second law. In the
original thermodynamic system described by the law, one might consider the
“input entropy” to be H (X). However, once Maxwell adds a partition, a
trapdoor, and the demon’s selective actions, the resulting “output entropy”
H (Y) is redefined, introducing a conditional entropy H (Y|X). Essentially,
Maxwell’s scenario alters the conceptual boundary states by adding the
demon and door, fundamentally redefines the initial conditions of the system,
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making the “system” he describes fundamentally different from the one
originally addressed by the second law.

In the centuries since Maxwell’s formulation, many have misconstrued his
argument as challenging or even invalidating the second law. Maxwell himself
never claimed the law was “wrong” or “limited”; rather, he emphasized
its inherently probabilistic nature. The second law does not forbid local or
momentary decreases in a system’s entropy, it only states that such decreases
are highly improbable on large scales or over time. Interpreting Maxwell’s
demon as a refutation of the second law is therefore a conceptual error—a
form of conditional entropy H (Y|X) or “noise,” in Shannon’s sense—where
Maxwell’s original message (highlighting the law’s statistical core) becomes
distorted (see Figures 2 and 3). In subsequent sections, this paper refers to
such conceptual misinterpretation as “concept boundary leakage (CBL)” or
a “Shannon-system boundary leak” within the NTCC model.

“One vessel” with a single chamber.

The system in the 2nd Law: One vessel with a single chamber, etc.

Other conditions are identical in the 2nd law
n \ and in Maxwells thought experiment.

o m I‘/ The system assumed in “Maxwell’s demon”
is not just one vessel with a single chamber.

HMX)

i “One vessel, divided into two chambers”
+ “A small hole” (trapdoor)
+ “A being” (a sorting demon)

Figure 2: A diagram depicting entropy alignment analysis, comparing system
conditions assumed by the second law with those introduced by Maxwell in his
thought experiment.

Maxwell: “The 2nd law is a statistical statement (there will be cases of exceptions such as...).”
The thought experiment Maxwell intended to present.

The thought experiment known to the audience:
“One vessel, divided into two chambers”
+ “A small hole” (trapdoor)
+ “A being” (a sorting demon)

e a—

Some scholars’ interpretations of “Maxwell’s demon”.

! “Maxwell’s thought experiment suggested
that the 2nd law may be flawed or limited!”

Figure 3: An alternative entropy alignment analysis illustrating how Maxwell’s original
intent may become misaligned in subsequent scholarly interpretations.
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From an NTCC perspective, both Maxwell’s introduction of the
demon-trapdoor subsystem and the subsequent scholarly misinterpretations
represent conceptual boundary leakage (CBL). The demon alters system
boundaries, undermining the closed-system premise essential to the second
law. Meanwhile, misunderstanding Maxwell’s argument—that the second
law is probabilistic—as an assertion that it “can be violated” exemplifies
H (Y|X) noise, obscuring essential details. Although some scholars cite
Maxwell’s demon to claim the second law’s limitations warrant re-
examination (Brillouin, 1949; Klein, 1970; Weinberg, 1982), Maxwell’s
own writings do not support the notion that he sought to invalidate
the law. Instead, many subsequent interpretations treat his example as a
direct challenge rather than recognizing it as a demonstration of statistical
nuance, yet another example of boundary misalignment or “noise.” In
essence, if we anthropomorphize logical reasoning, this becomes analogous
to “human error,” revealing how easily interpretations can drift when
critical details or assumptions are rendered “leaky” and subsequently
overlooked.

Viewing Maxwell’s demon as an illustration of rare, low-probability
fluctuations, rather than a direct contradiction of the second law, clarifies
Maxwell’s actual intent: to show that probability-based laws allow for
small, transient deviations. The “trapdoor” concept underscores how
highly unlikely microstates might emerge briefly without truly violating a
law framed around near-certainty rather than absolute infallibility. Such
misconceptions, termed “noise” or “conceptual boundary leaks”, commonly
occur in linguistic communication about scientific or technical topics (Chong,
2024a), reinforcing how these “human hallucinations” are largely intrinsic
to human reasoning and interactions. The next section provides additional
examples illustrating this point.

RUSSELL'S PARADOX, BOUNDARY LEAK, AND CIRCULAR INDEX

Similar to Maxwell’s demon, the renowned Russell’s paradox (Russell,
1919a; Irvine & Deutsch, 2021), and its popular offshoot, the “barber
paradox”, can be understood through the NTCC boundary leakage model.
As Wikipedia (2025b) notes, Russell’s paradox can be formally stated as:

LetR = {x|x ¢ x}, thenRe R & R ¢ R

In standard logic, “logical validity” is assumed to hold universally. However,
Russell’s paradox employs an initially counter-valid premise

R = {x|x ¢ x}

thereby introducing a self-referential, self-inverting condition—Ilike a Mobius
strip—where x ¢ x directly contradicts x € R. This circular or looping index
produces what may be called the smallest possible infinite loop: a single node,
R, whose membership status endlessly toggles between R € R and R ¢ R.
Conceptually, it resembles a computer program caught in an infinite loop,
perpetually re-checking contradictory conditions without resolution.



Maxwell’s Demon, System Boundary, and Interface ROI: The Importance of Logical Integrity 27

By contrast, the barber paradox—“one who shaves all and only those who
do not shave themselves” (Russell, 1919b)—introduces additional semantic
nodes in its premises, resulting in a more extended loop and thus a less direct
illustration of the core paradox. In this formulation, the act of shaving either
triggers a logical crash (akin to a segmentation fault) or becomes indefinitely
stuck the moment the barber attempts to shave himself, thereby disqualifying
him from receiving his own shave. Both outcomes arise because the barber’s
“legibility state” shifts, driven by a premise that simultaneously affirms two
contradictory conditions, and effectively creates a Shannon-system boundary
leak (or conceptual boundary leak). Notably, Russell himself dismissed the
barber paradox as a faithful representation of his original argument (Russell,
1919b), suggesting that this popular re-imagining is itself another leaky
exegetic attempt.

Whether expressed through cyclical membership (@ € b, b € ¢, ¢ € a)
or by the axiomatically self-contradictory Mdobiusian set {x|x ¢ x}, circular
indexing in inductions can create self-referential “bugs” or boundary leaks
akin to a program stuck in an infinite loop. In UI/UX design, if such “looping
logic” (Chong, 2025a) remains unspecified by well-defined affordances or
signifiers, users risk becoming trapped in repetitive cycles. This underscores
the necessity of distinguishing between leaky and non-leaky boundaries to
maintain clarity in interactive systems.

quivocation: & € ! Input: R={x|x¢x} =>R€eR

.

1Ix;Y)
Mutual information: | \ Output: R={x|x¢x} =>R&R
Let R={x|xex} | H) }'/

Conditional outpout entropy: R ¢ R

Russell’s paradox expressed as: Let R={x|x¢x},then RERSRER.

Figure 4: An entropy alignment analysis of Russell's paradox. The set definition
R={x|x ¢ x} acts as the interfacing mutual information under NTCC. The two
conflicting statements, R € R and R ¢ R, are modeled as input entropy and output
entropy, respectively. Their contradiction, in which one posits R € R and the other
asserts R ¢ R, can each be interpreted as equivocation H(X|Y) versus conditional
entropy H(Y|X). The misalignment between these conditional entropies underlies the
famous paradox.

In conclusion, entropy alignment analysis under the NTCC model
demonstrates that both Maxwell’s demon and Russell’s paradox hinge
on logical contradictions triggered by conceptual boundary leaks (see
Figures 4 and §). This finding highlights the importance of scrutinizing the
internal logic of linguistic statements and Ul reasoning processes to avoid
paradoxical or self-referential pitfalls. Maintaining coherent boundaries and
monitoring leaks can help to prevent unintended infinite regressions, thus
ensuring clarity, consistency, and usability.
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Russell’s assumption:
(R={x|xéx} =>ReR)AN(R={x|xéx} =>R¢&R)

Input: R={x|x¢x}

H

Imply:xeRex¢x

Output: ReER< R¢R
(An infinite loop.)

HMX) The paradox:
i “(ReER<R¢R)

Russell’s paradox alternative expression:
Because R={x|x¢x} = ReR,and R={x|x¢x} = R ¢ R are both valid, therefore RERRE&R .

Figure 5: Another entropy alignment interpretation of Russell’s paradox. In this view,
the condition R = {x|x ¢ x} represents the input entropy H(X), while the two equally
plausible yet mutually exclusive outcomes R € R and R ¢ R constitute the output
entropy H(Y). The internal conflict within H(Y) gives rise to the conditional entropy
H(Y|X), exposing the paradoxical core as a boundary leak in the Shannon-system.

SHANNON-SYSTEMS, INTERFACE ROI, AND BOUNDARY LEAKAGE

Using Maxwell’s demon and Russell’s paradox as illustrative examples, we
see that conceptual misalignments in linguistic communication can produce
paradoxical contradictions—what we call conceptual boundary leaks (CBL).
Foundational works by Maxwell and Russell themselves encountered such
leaks, indicating that even canonical publications are not immune to them.
Suppose conceptual leaks appear in these seminal references, one can infer
that they arise frequently across diverse logical scenarios, particularly when
the validity of axiomatic assumptions is fluid and remains unexamined.

A commonly cited deductive fallacy serves as a clear example (Fontainelle,
2016; Wikipedia, 2025¢):

« Premise A (concept 1): “Cats have four legs.”
« Premise B (concept 2): “Dogs have four legs.”
. Conclusion (concept 3): “Therefore, dogs are cats.”

By analyzing this using information theory and the NTCC framework,
each premise and conclusion (each “concept”) is viewed as a one-way
Shannon communication channel, an internal “self-talk” step in the user’s
cognition. In user interface interactions, users engage in analogous steps.
Labeling each concept as a separate communication channel yields:

« Channel 1 (concept 1):
Input entropy: H (X1) = “Cats.”
Output entropy: H (Y1) = “Have four legs (are four-legged animals).”
Mutual information: I (X1; Y1) = “Cats (all, four-legged).”

« Channel 2 (concept 2):
Input entropy: H (X3) = “Dogs.”
Output entropy: H (Y,) = “Have four legs (are four-legged animals).”
Mutual information: I (X2; Y2) = “Dogs (all, four-legged).”
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« Channel 3 (concept 3):
Input entropy: H (X3) = “Dogs.”
Output entropy: H (Y3) = “Cats.”
Mutual information: I (X3;Y3) = 0 (a “fallacy”, .- “Dogs” ¢ ”Cats™).

Each concept-forming step is a unidirectional Shannon system,
highlighting potential biases or conceptual leaks. Although in practice we
often see two-way communications (e.g., conversations or Ul interactions),
each concept-forming step is inherently one-directional. We label these
one-directional communication channels as Shannon-systems, denoted by
Z. Thus, the three encapsulated concepts—Premise A, Premise B, and the
Conclusion—are represented by Z1, Z,, and Z3 (see Figure 6).

PremisisA: ZI1 ! T A

777777777777777777777777777777777 o H(Y2)=H(YI) |
“4-legged animals” ‘ :
T :

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, || Trreversible
V | H
Premisis B: Z2 | | |[Dogs”(4-legged)| I(x2; Y2)
SRRSO b oo
| IR
| " i
HE H(X3)=H(X2): .
L JL() ,,,,,, ( ) : M Irreversible
: Il (Fallacy)
H(Y3)=H(XI) | \I(X3,~ ¥3)=0

‘ |
Conclusion: Z3 ... '] L

Figure 6: Entropy alignment analysis illustrating how the logical fallacy “Dogs are cats”
arises. Shannon-systems Z4, Z,, and Z3 represent Premise A, Premise B, and the
Conclusion, respectively, highlighting the irreversible information flow and entropy
misalignment.

This entropy alignment approach similarly applies to Maxwell’s demon
(see Figure 7), where we define:

« Z1: The second law,

« Zy: Maxwell’s thought experiment,

« Z3: The hidden assumption that Maxwell did #ot alter the system’s setup.
« Z4: Alternative interpretations to Maxwell’s original thought experiment.

Analyzing these Shannon-systems reveals that Maxwell’s demon does not
truly contradict the second law. Instead, the process exposes a boundary leak
in the original assumption.

As shown in the preceding analyses, each Shannon-system Z represents
a distinct conceptual unit—essentially a premise, an assumption, an
impression, or a conclusion—a unit that can be nested or scaled arbitrarily.
Within the NTCC model, a Shannon-system can be formally represented as
a 6-tuple:

Z=(H(X,Y), HX), H(Y), I(X;Y), H(X]Y), H(Y|X))



30 Chong

Here, H (X) and H (Y) represent input and output entropies, H (X, Y)
denotes joint entropy, I (X;Y) indicates mutual information, and H (X]Y),
H (Y|X) quantify conditional entropies that are often indicative of “noise”
or boundary leaks.

In NTCC, an Actionable Interface Option (AIO) (Chong, 2023, 2024b)
is conceptualized as an atomic interface element on par with the Shannon-
system units. Each AIO comprises a sequential index (e.g., natural numbers),
an associated entropic variable, and a semantic label (or “signature”)
specifying its contextual origin in the actual use case. In linguistic user
interfaces, premises—like those in Maxwell’s demon and in Russell’s
paradox—can be decomposed into discrete AIOs and nested across sequential
time slices t € N, forming dynamic arrays:

AIO = {Z(tj)}ien

ZIendlaw) foeeeeeeeeeero e I
H(XI) “Other cdt.”
I | | H
I(X1; Y1) “No division” + “Other cdt.” H Reversible (noisless channel)

L:AQIN “2nd law's system obeys 2nd law”

| | .
: FHX2|Y2) ! | |
| I “With division”| “Atrapdoor” | “Ademon” | H(X2) (I
[ I \ | )
| I 2nd law’s system + “Adding a division + a trapdoor + a demon” | I(X2; Y2) [ U Irreversible
| | L | |
| H(Y2) ‘ “The system in Maxwell’s demon is an ion to the 2nd law” |
|
|

|
Z3(Hidden assumption) 1
H i Il |
: | [“With division” | “A trapdoor” | “Ademon” | H (X3) L
| | | | | Irreversible
| H(Y) ’\‘ I1(X3;Y3)=0 | i i (nvalid)
| (Adding a division, a trapdoor, | | ;
| |

and a demon alters the system of the 2nd law.) |

| |
| |
I1(X4;Y4)=0 | |

|
| (Maxwell’s demon and the 2nd law H(Y4)=H(Y2|X2)
| address different systems.) “Violate the 2nd law”
|
|

Irreversible
(invalid)

Figure 7: Entropy alignment analysis illustrating Maxwell’s demon scenario. Shannon-
systems Z4, Z5, Z3, and Z4 represent the different conceptual reasoning arguments
surrounding the original second law context, Maxwell’s system-modifying thought
experiment, and the subsequent reinterpretations of Maxwell’s work.

Each Z(t;) represents the system’s state at a moment #;. This temporal
indexing captures the user’s evolving cognitive progression, highlighting
changes in both attention and uncertainty. By distinguishing between
reversible (noiseless) and irreversible (noisy) communications, NTCC thus
enables a detailed, deconstructive diagnosis of how the system and the Ul
align with design objectives and user functional goals.

For empirical convenience, we can extend NTCC’s concept of Shannon-
system boundaries to incorporate the notion of a Region of Interest (ROI),
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adapted from computer graphics (Brinkmann, 1999). An ROI represents a
focal subset of data—comparable to an AIO (Actionable Interface Option)
in NTCC—serving as an anchor for Shannon-systems and bridging the notion
of boundaries and boundary leaks with real-world scenarios. This approach
mirrors engineering practice, where designers and researchers isolate critical
areas to align human cognitive focus with precise technical system (or sub-
system) boundaries.

Natural language frequently exhibits “leakage” when cognitive
boundaries, modeled in NTCC as Shannon-systems (Z), shift in response
to the user’s changing regions of interest (ROIs). These shifting boundaries
often lead to misalignments in both linguistic exchanges and user-interface
interactions. By contrast, well-structured computational frameworks and
robust theoretical models are indispensable tools that can help to preserve
consistent or dynamic conceptual boundaries, thereby enhancing user
comprehension and system reliability.

With the conceptually “anchored” network nodes and the inherent
entropic-to-semantic reference mechanism, the NTCC provides stable
indexing and allows entropy-based quantification as Ul interactions unfold,
not only revealing boundary leaks at points of misalignment or confusion,
but also making them trackable and correctable. UI performance and overall
efficiency can thus be technically diagnosed and measurably improved.
Such an approach also has substantial potential to mitigate probabilistically
unavoidable Al “hallucinations” (Chong, 2025b), ensuring that evolving
user and system states remain entropically and semantically aligned in
ever-shifting cognitive and computational environments.

Boundary leaks commonly occur when ROIs shift, leading to logical
fallacies or UI glitches that are essentially “lossy” Shannon-systems, where
the noisy channel from H (X) to H (Y) becomes irreversible in its information
flow. Hence, ROIs and Shannon-system boundaries appear closely correlated.
Conversely, noiseless Shannon-systems maintain reversible information
transfers internally, underscoring the importance of well-defined semantic
boundaries in UI design.

Within the NTCC network, each Two-Way Communication Channel
(TCC) node implements a dual instantiation of the one-way Shannon-system:
one entropic system (Z;) represents system-to-user communication, and the
other (Z,) captures user-to-system communications. We can denote a TCC
node as

TCC = (Zs, Z,) or TCC = Z;® Z,,

These TCC nodes form a graph G = (V, E), where each vertex v € V is
a TCC node, and edges in E denote semantic connections between the nodes
and usually represent entropy patching. This hierarchical structure, starting
with one-way Shannon-system units and atomic AIO elements, indexing
them over time via time-slicing within the TCC nodes, and extending to
the full NTCC network—models the dynamic interplay between humans
and artificial systems. By visualizing and measuring conditional entropy and
mutual information at every structural layer and within each time slice,
the NTCC framework pinpoints and deconstructs entropy misalignments
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(or “boundary leaks”), paving the way for more predictable, meaningful
interactions while averting paradoxical or logically fallacious gaps and
process-trapping infinite loops.

DISCUSSION: ROI, REVERSIBILITY, AND Ul DESIGN

From earlier examples of paradoxical reasoning and logical fallacies, it is
evident that both human cognition and artificial systems exhibit inherent
“leakiness” or “hallucination.” Loosely echoing Godel’s incompleteness
theorem (Godel, 1962), no logical or computational framework can be
entirely perfect or complete. This fundamental limitation underscores the
essential interdependence of humans (users) and technology (systems). By
emphasizing a thorough understanding of both user needs and system
constraints, the NTCC theory acknowledges that neither humans nor systems
can fully replace the other in an axiomatically civilized society. Consequently,
the design of automation tools, theoretical developments, and real-world
applications must involve all stakeholders, thereby transforming the one-way
concept-forming channels in an interaction design into non-leaky, reversible
Shannon-system nodes.

A historical illustration of this principle can be seen in the establishment
of Paris’s pneumatic clock network in 1880 (Dikeg, 2025; Nature, 1880).
By synchronizing clocks citywide, Parisians’ shared Shannon-system of time
was unified down to the minute, effectively minimizing the “hallucinations”
arising from unsynchronized clocks and pocket watches. Similarly, the
multi-national adoption of standardized, bidirectional traffic rules (Kincaid,
1986) in the 18th and 19th centuries provided a clear, non-leaky mental
Shannon-system for directional cues, offering what Chong (2025a) terms a
“prefix-free indexing” solution for visual and cognitive interfaces in public
transportation.

NTCC continues this tradition by striving for an equilibrium between
humanity and automation. Its AIO and ROI concepts align with
William James’s seminal theories on human attention and consciousness
(James, 1890), while remaining firmly grounded in Shannon’s quantitative
information theory. This balanced approach merges psychological insight
with mathematical rigor without exceeding theoretical boundaries. James’s
pragmatic philosophy underscores the fluid, ever-changing nature of human
experience, making stable perceptual boundaries difficult to anchor. In
contrast, Shannon’s quantitative framework offers a steady reference,
much like the continuously spinning Earth still serves as our baseline for
measurement. Such reliable theoretical tools allow us to consistently measure,
navigate, and interpret our environment. As Box (1976) famously observed,
although all models may be “wrong,” they can still “work” if they are neither
deliberately nor inadvertently “leaky” or “bendable”.

CONCLUSION

Many paradoxes and logical fallacies can be traced to entropic
misalignments, often manifested as conditional entropy H (Y|X) errors,
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where user assumptions or interpretations diverge from original boundaries
or intended meanings. In theory, both designers and users might monitor
these H (Y|X) measures; however, the practical limitations of human
linguistic communication often overshadow such efforts. This highlights
the persistent challenge of aligning mental models, where even meticulously
designed interfaces can fail if conditional entropy remains high—often due
to ambiguous or misplaced assumptions, many of which arise from linguistic
imprecision. As Wittgenstein (1922, Proposition 5.6) famously noted, “The
limits of my language mean the limits of my world,” underscoring that
language alone lacks built-in safeguards against conceptual boundary leaks
(CBLs) and logical inconsistencies. While Wittgenstein astutely highlighted
these linguistic constraints, he offered no direct technical remedies, leaving
modern practitioners, equipped with their evolving “bicycles for the mind”
(Jobs, 1980), to develop practical instruments that empower both humans
and the artificial systems upon which we increasingly rely.

User interface interactions involve an array of cognitive reasoning
processes, many of which are influenced by linguistic information flows.
Whether formal or informal, intuitive or spontaneous, these exchanges
inevitably entail entropic encoding and decoding at varying degrees of
precision. Emerging methodologies, such as the NTCC framework’s
Shannon-system construct, entropy alignment, and time-slicing—enable
a systematic modeling of these intercommunications, pinpointing where
paradoxes and fallacies may emerge. By examining linguistic paradoxes
and logical fallacies through the lens of user-system interaction, we
underscore the importance of defining non-leaky conceptual boundaries
and building robust yet anchored (non-leaky and non-drifting) theoretical
models. Such an approach fosters more efficient, scientifically grounded, and
cognitively human-centered UI/UX solutions—an essential undertaking in
today’s increasingly complex technological landscape.
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