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ABSTRACT

Generative Al is increasingly being applied in the industrial design field. However,
the existing Al design tools are still challenging due to complex operations and
parameter settings. To solve these problems, we conducted comprehensive interviews
with industry experts and proposed the MIX system. The system emphasizes image
prompts and is designed to support designers for more efficient task completion. MIX
incorporated both the IP-Adapter and the ControlNet control model with multimodal
language models, making more natural interaction possible. It enables designers to
quickly produce high-quality design renderings from target reference images. Through
qualitative and quantitative user experiments, we found that the MIX system performs
well in both efficiency and practicality in design development. Finally, we discuss
about when it would be more appropriate to use text prompts versus image prompts
in these different design scenarios.
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INTRODUCTION

Industrial design heavily relies on the creativity of designers and their
ability to communicate visually. At the initial stage of a design project,
designers are tasked with transforming a large number of creative ideas into
visual presentations. This process validates the design concept’s feasibility
and facilitates feasibility and satisfaction assessments with various project
stakeholders. The industrial design process primarily consists of four
significant phases: (a) concept design, (b) sketch development, (c) 3D
modelling, and (d) material rendering. In the traditional design process,
the majority of time is consumed during the stages of sketching ideas,
modelling structures and appearances, arranging lighting, applying textures,
and rendering final effects. The process of visually presenting and verifying
design concepts is often time-consuming and resource-intensive.

However, this approach is accompanied by the inherent limitations
and complexities associated with expressing visual elements through text.
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Furthermore, mainstream Al tools, such as Stable Diffusion, despite having
an open-source web UL require a high level of intricacy in parameter settings.
Similarly, the node-based interaction method employed by ComfyUI presents
a steep learning curve, making it challenging for designers to rapidly acquire
proficiency. While simplified interface versions are available on the market,
such as DUIYOU, they still prioritize parameter adjustments, resulting in a
less intuitive operation.

To address the aforementioned challenges, the MIX system was developed.
MIX is an Al design tool that aims to assist industrial designers in
improving efficiency during the product concept phase. Firstly, MIX offers
a significant increase in output efficiency during the rendering process.
Secondly, compared to mainstream Al tools such as Stable Diffusion and
Midjourney, it simplifies the workflow and user interface for generating
images through prompts. MIX employs image input prompts to level the
playing field with low-barrier-to-entry efficiency and accuracy, delivering
predictable, high-quality product renderings, as illustrated in Figure 2.
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Figure 1: Corresponding Al tools and problems in the industrial design process.

The key innovations of this paper can be summarized as follows:

(1) The practical application of image-prompt-based generation in
industrial design. Image prompts provide designers with clear visual
references, reducing semantic ambiguity and thereby making image
generation more straightforward, resulting in accurate and efficient output.

(2) The natural interaction interface design of MIX. MIX’s interactive
design reduces its operational complexity and enhances the ease of use of
the image generation tool through real-time image feedback, a simplified
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image generation process, and optimized workflows, enabling designers to
significantly increase the efficiency of their creative visual expression.
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Figure 2: Comparison of webUI workflow and MIX workflow, the advantages of MIX
user experience compared to webUIl are: image-as-prompts, action-as-response, and
WYSIWYG.
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RELATED WORK

Since the information revolution began, computer and automation
technologies have been widely applied, which has also accelerated the
digitalization and automation of design processes, enhancing the efficiency
of designers in their workflows. Entering the 21st century, industries have
adopted intelligent manufacturing and Internet of Things (IoT) technologies
as core components, propelling the intelligent transformation of industrial
design processes. This phase not only emphasizes the integration of design,
manufacturing, supply chain, and user experience, but also expands the
design process to cover all stages of the product lifecycle. Intelligent
design leverages big data, Al, machine learning, and IoT technologies to
optimize design decisions. For example, Autodesk’s Fusion 360 generative
design module explores solutions through algorithms, enhancing design
performance and manufacturability using machine learning and finite
element analysis. Additionally, VR and AR technologies support product
testing and demonstration in virtual environments, improving problem-
solving efficiency during the design phase. In the context of industrial
digitalization, the design process is highly collaborative and real-time,
promoting crowd-sourced design and global collaborative design, making
design more flexible, rapid, and personalized. With the explosion of
artificial intelligence, industrial design is evolving towards intelligence.
Overall, industrial design is transitioning from an era driven mainly by
manual craftsmanship and experience to one dominated by Al-driven
standardization, automation, and digitalization.
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Industrial designers utilize image generation models to rapidly create
renderings for validation and presentation of their design ideas. These
models can assist designers in exploring a wider range of design possibilities.
However, their controllability has been significantly restrained due to
the limitations of text-prompt-driven frameworks, which have practically
rendered them ineffective as design tools, lacking the meaningful and
interpretable controls required by users. Most text-based tools generate
images that do not align with the designers’ intentions and cannot be directly
applied; consequently, designers have to invest a considerable amount of time
fine-tuning prompts. As text expression is open-ended, the potential outputs
are virtually limitless. In workflows dominated by text-prompt Al tools, each
iteration of an image necessitates new prompts, a process that often feels
arbitrary and lacks systematic control for designers.

DESIGN OBJECTIVE

The goal is to use Al to assist in working together with a designer in
an efficient and accurate manner, thereby boosting the work efficiency of
the designer in all aspects across the industrial design process. Industrial
design generally involves a process through which it gradually changes
from conceptual to refined solutions, including constant communication and
revisions with its stakeholders. The primary objective of Al-aided design is
to minimize human effort while maximizing output, thereby enhancing the
creativity and expressiveness of designers, keeping the focus on the designer
rather than replacing them. To achieve this objective, the system design needs
to focus on the following four key points:

(1) Considering that designers tend to prefer using images rather than
text to express their ideas, the system design should focus on visualizing
prompts where text descriptions fail to accurately convey design concepts.
Additionally, during the design process, designers often spend a significant
amount of time and effort in iterative communication with other stakeholders
after visualizing their design concepts, making constant revisions. By
visualizing prompts, it is possible to reduce misunderstandings from text
descriptions and present ideas more intuitively to stakeholders, enabling
quicker decision-making.

(2) To meet designers’ higher productivity demands, the system design
should offer fewer parameters, simplifying the design process and lowering
the operational threshold, allowing designers to interact with the system in a
more natural, effortless manner without the need for additional learning.

(3) In the design process that moves from concept exploration to product
rendering, the product renderings should closely match and reflect the design
ideas. Therefore, the system’s image generation needs to be more controllable,
more precise, and better aligned with the designer’s expectations.

SYSTEM DESIGN

To achieve the above design objectives, the MIX system was designed,
which is an Al industrial design rendering tool centred on the Image Prompt
(IP-Adapter). It innovatively replaces the traditional textual prompts with
image prompts to rapidly and accurately render the target image.
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MIX is an Al design tool designed to enhance the efficiency of designers. It
significantly boosts rendering efficiency in the conceptual image rendering
phase of industrial design. Additionally, compared to other Al tools like
Stable Diffusion WebUI and Midjourney, it optimizes interaction processes to
deliver highly efficient, precise, and predictable rendered images. To achieve
this, two key areas were focused on: interaction design and Al workflow.

(1) Interaction Design: MIX’s interface integrates four key visual elements
in industrial design—colour, material, process, and form—into a single,
highly concentrated screen. The interface follows principles such as exposing
fewer parameters, using image prompts for input, and offering rapid preview
outputs. These principles make the tool intuitive and easy to modify. MIX’s
primary interaction method is drag-and-drop, resulting in a clean and simple
overall interface. The left side of the interface houses the style reference
image gallery, while the right side contains the form gallery, which includes
product sketch line drawings or white models. The central panel displays the
rendered image of the target product, which merges the selected style and
form reference images.

(2) Al Workflow: For the Al workflow, a dual-image input system was
adopted for style and form, corresponding to two essential industrial design
elements: shape and material. Once the two channels are input, components
such as the LLM prompt generator, IP-Adapter, and ControlNet work
together to synthesize the latent information required for the diffusion model,
generating the desired images. After post-processing, the final image is
output. The workflow is built around the following principles: a) Simplified
and intuitive user input; b) Separation of input parameters into distinct style
and form information; c) Intelligent dynamic parameter filling.

MIX IMPLEMENTATION AND EFFECT RENDERING

To ensure reliable image generation based on image prompts,we referred
to LLM-grounded diffusion,a multimodal language model-based image
descriptor is utilized in combination with the flow-based node structure of
ComfyUI to create the image generation functionality. The Product Design
(minimalism-eddiemauro) model serves as the foundational base model. As
illustrated in Figure 3, MIX’s primary structure involves extracting form
and style reference information from the input images, which then proceed
through the image generation and post-processing workflow.

Image Information Descriptor. Although MIX is an image generation
tool based on image prompts, text prompts are still utilized during the
intermediate process. These intermediate text prompts do not directly interact
with the user; instead, they are automatically generated with the assistance
of a multimodal large language model. This step is primarily to ensure that
the image model can more accurately comprehend the style and form. In
Appendix14, a set of comparisons was conducted between the prompt parser
results from style and form reference images, images generated entirely by
IP-Adapter’s image prompts, those generated solely by text prompts, and
images generated by combining image and text prompts. The findings
revealed that the combination of both resulted in a superior understanding
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of style and form. The image descriptor is composed of three parsers, each
employing the GPT-40 model: the style parser, the form parser, and the
combine parser. The style and form reference images are processed by the
style parser and form parser, respectively, and their outputs are amalgamated
in the combine parser to generate the final text prompt.
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Figure 3: The technical composition of MIX.

ComfyUI Workflow. The workflow of MIX’s ComfyUl, as depicted in
Figure 4, is primarily composed of four types of nodes: model resource
loading nodes, image generation nodes, ControlNet control nodes, and image
postprocessing nodes.

(1) During the initialization process, model loading is necessitated. A set
of model loaders were incorporated, including: Checkpoint Loader Simple
for loading the specified image generation model, VAE Loader for loading
the image encoder and decoder, and CLIP Vision Loader for loading the
CLIP Vision model, enabling the encoding process between images and text.
Additionally, IP-Adapter Model Loader is employed to load the IP-Adapter
model, which is crucial for implementing the image prompt.

(2) To achieve a better correlation between the input image and its form,
ControlNet control nodes were utilized, including MiDaS-Depth Map Pre-
processor and Line Art Pre-processor. The MiDaS-Depth Map Pre-processor
pre-processes the input to predict the depth information in the input image,
ensuring consistency in the 3D structure of the output image. On the other
hand, the Line Art Pre-processor pre-processes the input for the prediction
of the line information in the input image, guaranteeing that the shape and
contours of the output image match those of the input. Control-Net Apply:
It applies ControlNet so that during image formation, it accommodates the
pre-processing of the depth map and the line art.



MIX: An Image Generation System Using Image Prompts for Industrial Design 61

Figure 4: The Al workflow of MIX.

(3) To generate images with a style that matches the CMF (Colour,
Material, Finish) output, the image generation nodes include: Empty Latent
Image for creating an empty latent image as the basis for further processing,
CLIP Text Encode for encoding text prompts and negative prompts to guide
image generation, VAE Encode and VAE Decode for encoding and decoding
latent images, converting the latent representations into visual images, and
K-Sampler, the core image generation node that employs the specified sampler
(e.g., Euler), the diffusion model, and both forward and backward text
prompts to generate the latent image. Additionally, IP-Adapter Apply is
utilized for applying the IP-Adapter to adjust and optimize the generated
image, ensuring that the output image closely matches the reference.

(4) The image post-processing nodes serve to enrich the output image’s
details, including Image-Scale and Tile-Split for enlarging the image and
splitting it into tiles, preparing it for large image generation and further
processing, as well as Upscale Model Loader and Ultimate-SD Upscale
for using an upscaling model to increase the image’s resolution, thereby
improving overall image quality.

Demonstration of the Effects. Figure 5 shows the effect of using the MIX
system for product concept image generation.
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Figure 5: The results of MIX.
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CONCLUSION

Simultaneously, this study has some limitations. During the experiment, it
was discovered that the guidance within MIX’s interface was insufficient,
resulting in a lack of user-friendliness for first-time users. In terms of
participant selection, efforts were made to ensure that familiarity with both
traditional and Al tools was as consistent as possible, but this may have
affected the objectivity of the results. Moreover, with the current technical
approach, MIX can only generate images as a whole, and it does not yet allow
for fine-tuned control or adjustments to specific areas. The quality of the
image prompts is also crucial—using material texture image prompts often
fails to generate high-quality images.

In future endeavours, the user interface will be further optimized to address
the aforementioned limitations and issues. This optimization will encompass
enhanced guidance for users and an improved selection process for image
prompts. Additionally, aesthetic knowledge will be flexibly integrated into
machine learning algorithms to provide interventions and recommendations
for uploaded reference images. A model akin to Segment Anything (SAM)
is being considered for implementation to layer the form reference images,
thereby enabling precise control over the design process.

The contemporary design landscape is markedly distinct from its
historical counterpart, primarily due to the emergence of intelligent agent
characteristics in modern tools. The human-machine relationship has
transcended the simplistic paradigm of user and tool, evolving into a
symbiotic collaboration between human wisdom and machine intelligence
in this transformative era. As this relationship enters a new phase, the
field of design itself is undergoing a profound metamorphosis. Ezio
Manzini, the founder of the DESIS (Design for Social Innovation and
Sustainability) network, has postulated a future of design characterized by
universal participation. This prediction gains credibility as the integration
of design and artificial intelligence deepens. The democratization of design
empowers individuals not only to become designers but also to exert
control over technology. The trajectory of human-machine interaction has
progressed from the ergonomic adaptations of humans to machines to
the natural language interactions exemplified by ChatGPT. The future of
design is replete with expansive horizons and boundless possibilities for
advancement. Technological advancements are equipping designers with
increasingly diverse creative avenues. While human cognition continues to
rely on machine intelligence for certain tasks, it is noteworthy that machines
are becoming progressively dependent on human wisdom for guidance and
context.
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