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ABSTRACT

Research on military institutional training and education effectiveness shows that half
of the instruction taught is lost when learners make an effort later to transfer it to
perform real task activities within their occupations. This finding begs the question of
not only how effective the learning was using traditional methods and technology in
the military learning institutions but whether the learning technology and/or systems
developed to help transfer the initial training and/or to sustain it in the field collectively
contributes to the root-cause of low learning transfer. This paper discusses how
learning transfer can be improved by better managing the maturity of developed
learning technology and systems using Learning Readiness Measures (LRM), learning
process instrumentation, and integrating a learning engineering process within the
military acquisition system. To do this, there needs to be a standard set of rubrics that
helps learning specialists, and those engaged but without expertise, to ensure new
learning products are tested based on best learning science and practices, objective
data collected to show a products’ learning gain, efficiency, and effectiveness, and
support for the tracking of near and long-term learning transfer. This paper will
describe and discuss the LRMs that are designed to append to existing Technology
and Human Readiness Levels already used by Government and Military acquisition
professionals, researchers and the military industrial complex to help determine
product maturity. We will also discuss recommended instruments that can improve
objective and quantitative measures of learning technology proficiency and usefulness
data to support the LRM rubrics. Finally, we will briefly discuss a recommended
architecture and tools to incorporate LRMs into a learning engineering process.

Keywords: Learning engineering, Human systems engineering, Simulation, Learning
experience design, System quality assurance

INTRODUCTION

According to research on the effectiveness of the US Army’s institutional
training and education, only fifty percent of what is taught in learning
institutions is actually transferred or reflected in the learner’s later real-work
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activities and abilities (Bickley et al., 2010). This begs the questions of not
only whether methods used in Army institutions are effective but whether
systems and/or technologies used to sustain such training is a root-cause of
this low transfer. Today there are many training technologies and systems
to conduct Soldier training in the field. How these training technologies
and systems are tested for how well they connect to and support training,
and produce maximum learning outcomes, is not well examined. Based on
experience, we argue the means of measuring the usability, maturity, and
effectiveness of US Army training technologies, learning systems, and other
forms of learning content during and post development are mainly functional.
While measures such as user touch-points and other forms of Soldier inputs
are sought, what isn’t determined is how well the training technology or
system is supposed to support learning. In addition, new training technologies
rarely provide options to collect data produced by learners showing how well
the Soldier’s knowledge or behaviors are affected. Such data is critical to show
how much learners improved compared to standards as a result of using the
product, and to measure transfer in later measures.

We propose that much of these fits within a larger recognized practice
of fielding products without sufficient maturity as cited in a recent US
Government Accountability Office (GAO) report, where it noted “...that
while the Army has applied some leading practices for technological
development in its equipment modernisation efforts, its weapon systems
development is at a lower level of maturity than the GAO had advised.”
(GAO, 2019 p.17). A more recent GAO report on Actions Needed to Support
Fielding New Equipment noted, “The Army has fielded new equipment to
the first units before completing some key planning element requirements...”
(GAO, 2024 p. 20). While these occurrences may be based on real-time
necessity, it’s not a best practice to ensure maximum learning occurs
consistently and based on a standard.

Here-in we propose a rubric for the US Army in support of its acquisition
programs, technology research, and its vendors of simulation and training
technology, that extends the existing technology readiness level (Manning,
2023) and human-factors readiness levels (HFES, 2021), to include the
maturity of new learning technology and systems called Learning Readiness
Measures (LRMs).

BACKGROUND

The primary purpose of using readiness levels is to help engineering project
teams in making decisions concerning the development and transitioning
of technology. In the vernacular of the US defense department adaptive
acquisition framework (DOD, 2020), these levels are used in the technology
maturation and risk reduction phase, which culminates in a decision to
move forward in what it calls “Milestone B” or a readiness to develop.
Readiness levels are one of several tools and methods used to manage the
progress of research and development maturation activities within the DOD.
At the same time, we propose that learning technology and systems need to
be continuously monitored even after development and fielding; to ensure,
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over time, the products remain capable of meeting requirements as new
environments, scenarios, or tasks not considered during the product’s critical
design process. For learning technology, this means how well the transfer of
learning occurs to a real job-site, which for the US Army could mean combat.

The logic of LRMs is that they work as an extension to the other
existing technology and human readiness instruments. In order for a learning
technology to be useful, it must first work reliably and perform functionally
on-demand and as required; this is the role of the technology readiness
levels. Next, human readiness levels ensure that learning technology must
be usable and compatible with the learner and their work environment,
meaning how they interface with the technology or how its information is
consumed must be intuitive to the targeted user profile(s). A key outcome
for learning that human readiness brings is that it ensures learners spend
their limited cognitive resources on learning, and not trying to translate
presented information, navigating where to go or determining what they
need to do next. The interaction of these two types of readiness levels
is a synergy where technology reliably facilitates learning, rather than
hindering it with usability challenges, and adaptively enhances the outcomes
of the individual or the team of Soldiers, as well as facilitates training
decisions.

Finally, learning principles and practices must be implemented tomaximize
the learning outcome. This falls in line with the developing practice of
learning engineering (Goodell & Kolodner, 2022), which uses a systemic
process that iterates through the same methods used in other system
engineering activities. The LRMs can be thought of as a way to integrate
learning engineering into the defense training technology and system
engineering process.

To determine what should be included in the LRMs, we considered the
learning science that provides the elements to create an effective learning
experience (e.g., National Research Council, 2000; The National Academies
of Sciences, Engineering, Medicine, 2018). Some core requirements that
learning technology or systems must have capability to support include:

Promote integrating prior knowledge and skill levels. Technology
integrates and supports developing new knowledge, skills and abilities on
top of past learned knowledge, skills and abilities. Integration is when a new
training technology is adapting to a learner’s new KSAs that were acquired
from past training during institutional learning or on the job experience.
Adaptive learning technology is critical in this respect. This is especially
critical for improving the learning transfer problem cited above.

Promote demonstration of knowledge, skill, attitude, or ability to
learn. Learners need examples to reference when actively attempting to
replicate what is to be learned. We also learn through stories. This
means providing vicarious demonstrations of tasks to learn, which can
be live or recorded but should be done by a credible person who can
competently and confidently demonstrate in a real-world context, and
in real-time. Key is that the demonstration of the concept or procedure
applies or fits within the work context and environment to which it will be
transferred.
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Promote and support active performance of targeted tasks, skills,
knowledge and/or abilities. Instead of providing content to read, listen to
or rotely consume, technology and systems must immerse learners within
real problem-centered stimulus relevant to a real-world task or problem the
learner will or may face in their future assignment. They must be able to
explore the problem in their own state of expertise. This could be real case-
study review and application, simulation content that emulates real systems
and environments they may perform in, and should use terms, symbology,
tools and practices that are currently in use in the actual job environment.
The training stimuli should match the duties and activities to which learning
will be transferred.

Promote and support spaced recall and practice to ensure the memory
schema’s pathways from previous learning experiences are strengthened.
Spacing the recall / application of learning at points in time when memory
recall naturally degrades actually makes it stronger. In addition to this
reinforcement over time, by changing the conditions and/or context of a
learning stimulus from how it was previously experienced, will also enable
more tacit or generalizable recall of the learned topic or procedure. In this
way, spaced learning could include requiring learners to recall what was
learned in previous training but under different conditions or context, to
promote learning transfer; the key is an awareness of the learner’s prior
training.

Record and produce collectable data. Another capability that modern
learning technology and systems need is to produce evidence-based feedback,
to include past performance, preferably through live recordings, so learners
can understand when, where, and why they did or did not improve. This
data-informed feedback can also support later reflection on performance,
more objective and unbiased assessment, and can support objective feedback
to the learning engineering process on improvements needed in the content
or technology. This data-informed feedback can also be accessed for
near real time individual or team feedback in an after-action review
(AAR) format, where instructors, observer controllers, or assessors can
guide the team in a discussion of detection (referencing the recorded
data points), reflection, and self-correction (Smith-Jentsch et al., 2008;
Townsend et al., 2018).

DISCUSSION

Learning Readiness Measures

From the requirements noted above, and as a means of integrating LRMs
within the general framework of the existing 9 levels of the technology
and human readiness levels, the following maturity rubrics are proposed in
Table 1 below.
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Table 1: Recommended learning readiness measurements.

9 Learning system is actively used within institutions, training
facilities or on-the-job activity. Produces data that enables
long-term learning transfer evaluations. System and
anonymous learner data is available to refine standards,
methods, content, features.

8 Learning system is pilot tested in target learning
environments with short-term learning data available to
show satisfactory attainment of learning standards, across
several target learner profiles. Data is made available to
refine standards, methods, content, features prior to
fielding.

7 Learning system developed and beta tested in simulated
target learning environments with short-term learning data
available to show satisfactory attainment of learning
standards, across several target learner profiles. Data is
made available to refine standards, methods, content,
features prior to pilot testing.

6 Learning system developed and alpha tested in laboratory
with short-term learning data available to show
incorporation of learning standards, concept and
principles. Data is made available to refine standards,
methods, content, features prior to beta testing.

5 Learning concept demonstrated in a laboratory environment
with representative target standards, methods, content,
features and learner profile. Data shows how the in-field
measures of short-term learning are objective, unbiased
and with inspectable, collectable data output that is made
meaningful to the learner.

4 Learning concept demonstrated in a laboratory environment
with a selected set of standards, methods, content, features
and a targeted learner profile. Data collected from
instruments measure satisfactory physical and cognitive
factors that enable maximum learning.

3 Concept of adaptive learning developed based on Level 2
learning science- based principles and best practices.
Targeted subject matter topics and standards defined from
Level 1 analysis. Target learner profiles and their learning
environment/context captured. Long-term learning
evaluation defined.

2 Learning science principles, practices and long-term learning
standards captured and defined from data gathered from
an on-the-job performance environment. Data is critically
analyzed and labeled by certified competent practitioners
and/or analysis information available in publications.

1 Target learning tasks, skills, knowledge and abilities are
observed, measured, and raw inspectable data collected in
an on-the-job performance environment.
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Figure 1: Technology, human and learning readiness levels.

When combined with the Technology and Human Readiness Levels, a
learning technology or system’s maturity would need to be assessed through
as is, an example of the overall evaluation matrix is shown in Figure 1.

Learning Measurement Instrumentation

A key element of the LRMs is that in level 4 and optimally in level 5,
we introduce the idea of employing learning measurement instruments to
measure a technology-based learning experience, specifically its instructional
efficiency (Van Gog & Paas, 2008).

Previous research has shown that various learning physiology attributes
can be measured using modern instrumentation (Giannakos et al., 2020).
Such measurements can reveal important learning information beyond the
common measures of outcome such as accuracy, precision, latency, or errors
made. Combinations of behavioral, cognitive, and emotional measures can
provide information concerning the relative learning process, and both the
effect and affect of a learning experience.

Based on this idea, studies have focused on maximizing cognitive load
factors competing with the human learning processes (Van Merrienboer &
Sweller, 2005) as well as “orchestration load”, which is the coordinating
of technology-based, classroom learning activities and learning processes
(Prieto et al., 2017). The idea is to measure the degree of mental effort
invested in learning and test performance by both the learner and the
expert instructor. By using instruments, learning scientists and engineers can
determine what stimulus formats minimize a learner’s non-effective cognitive
effort called extraneous cognitive load and which formats maximize the
cognitive effort that fosters learning called germane cognitive load. Examples
of germane cognitive load could be allowing learners to focus more attention
on the learning problem state than navigating the technologies in a user
interface; or providing learners useful solution steps or on-demand tutoring
based on their need or competence profile. Other examples of extraneous
cognitive load may be providing a limited source of information media and



74 Owens et al.

using terms or examples that are less intuitive or well understood by the
target learner profiles (e.g., a generation or culture with different experiences
or vernacular). These are factors that would benefit from being measured.

Research has also revealed physiological data that can detect the quality
of a learning experience with good accuracy - e.g., heart-rate, electrodermal
activity, skin temperature, and blood volume pressure (Giannakos et al.,
2020). In addition, research has found that by using pupillometry through
eye-tracking instruments, both pupil response and fixation patterns during a
learning experience can predict later recognition memory strength (Kafkas &
Montaldi, 2011). Finally, research on the effect of performance degradation
under pressure shows that by increasing and tracking the experience a learner
gains when performing specific tasks, their cognitive load and anxiety will be
reduced through explicit and implicit (tacit) learning (Wilson et al., 2009).
All of these forms of data can inform an optimum learning experience.

We recommend the inclusion of instruments in LRM assessments,
especially during testing maturity levels, to determine how learning-efficient
(the process) and effective (the outcome) a technology’s learning experience
is. This should be based on a targeted learner’s involuntary physiological
responses to learning stimulus before investing in developing or fielding
that technology. In this way, the LRMs and associated instruments will
improve learning system evaluation and quality and help improve the transfer
of institutional training by providing learners with self-management and
metacognitive data.

Figure 2: Examples of learning measurement instruments.

When selecting and employing instrumentation in the LRMs they should
not interfere with the learning process. Based on cited research, we
recommend instruments like those shown in Figure 2 to be considered but
designed such that the learner is barely aware they exist (other than awareness
and/or consent they are to be measured). Additionally, instruments should
not produce additional physical discomfort such as adding considerable
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weight or inducing cognitive loads that may distract the learner’s focus. At
the same time, instruments should be selected that can reliably provide the
physiological data that reveals the learning factors discussed above. Table 2
shows an example of such an instrument analysis.

Table 2: Learning measurement instrument analysis.

Instrument Measurement Capability

Eye tracking / Pupillometry
device ((eye tracker -
NEW)

- Ability to measure detections of persons or objects of
interest in the battlespace.

- Measure pupil
involuntary response to
stimulus

Heart-Rate Variability
sensor (Emotibit - NEW)

Ability to measure stress from workload or not having
needed knowledge or skill

Galvanic Skin Response
sensor (Emotibit - NEW)

Ability to measure stress from workload or not having
needed knowledge or skill

First-person video / audio
recorders (eye tracker -
NEW)

- Ability to measure the classification of objects and
personnel as threats or as mission-objective related

- Ability to measure
communications and
reports to leadership and
peers

- Ability to provide rapid
contextual information
in context to a specific
cognitive or behavioral
activity

Second/third-person video /
audio recorders (GoPro)

- Ability to measure cognitive decisions and resulting
behaviors

- Ability to measure
behavioral data using
markerless motion
capture.

- Ability to measure
coordinated interactions
with team members

GPS receiver and recorder Positional / coordinated movement in a live
environment

Software to synchronize /
analyze data (NEW)

Ability to provide data-informed feedback on previous
performance and determine the cognitive and
behavioral response to experiential stimulus.

Learning Readiness Measurement Implementation

In addition to incorporating data from hardware measurement
instrumentation, we propose the need for sufficient software and data
architecture tools and storage to properly implement the LRMs in a
systematic verification and validation process. This includes being able to
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control learner stimulus during testing, adapting stimulus based on a learner’s
affective measures, assessing and collecting the learner’s activity data. and
calculating and producing the learning outcome data in a standardized
format. Each of these capabilities can support a phase in the overarching
learning engineering process.

Figure 3: Learning readiness measurement architecture and tools.

As shown in Figure 3, what we suggest using is an adaptive learning
system (ALS) that is capable of consuming and hosting occupational expert
competencies and standards that are to be learned through a new learning
technology. The ALS can also ingest the learner physiologic data as well as
video, audio and other behavioral data (e.g., GPS), and can use that data to
classify a learner’s physical, affective and cognitive state, as well as show the
measured results to engineers in real-time or as part of play-back analysis
after a recorded learning experience. We feel this type of architecture is
critical, especially during pre-decisional phases of a project’s development
cycle, such as during learning science and technology research, as well as
during early learning technology production testing.

CONCLUSION

Readiness measurements allow project managers, designers and engineers to
understand and assess how much more development a particular technology
needs before being effectively and efficiently useful for the user. A primary
objective of system and learning engineering is to gain sufficient technical,
behavioral, physiological and cognitive ability efficiency, and to develop
a program’s System Requirements Document (SRD) that is based on
inspectable and referrable data. LRMs will help to verify that the learning
solution(s) required technology and methods are sufficiently mature at a
Readiness level 6 or above before proceeding into an end-item design and
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development or what is formally called “Milestone B” in the DoD acquisition
vernacular. LRMs are intended to add an additional dimension to the existing
Technology Readiness Levels and Human Readiness Levels when a project is
focused on learning technology and systems.

In addition to LRMs, in order to provide the learning engineering team
evidence that specific levels are achieved, instrumentation is required to
demonstrate a technology’s maturity in producing or facilitating applicable
and useful human learning responses, and that learning transfer to Army field
activities is maximized. Finally, we proposed employing an LMS architecture
that will facilitate a systematic learning engineering process that not only
helps assess if target competency standards are attainable but will produce
the learning process and outcome data as evidence of learning efficiency and
effectiveness for decision makers to consider.
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