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ABSTRACT

As technological advances drive rapid change towards a human-centric Industry 5.0,
integrating human expertise into intelligent systems is essential for adaptive, efficient
and resilient operations. This paper investigates the role of Large Language Models
(LLMs) in knowledge management, focusing on their ability to elicit tacit knowledge.
Through a literature review, current methods for elicitation are explored in dynamic
manufacturing environments and it is examined how LLMs can support this process.
Tacit knowledge has long been a critical but elusive asset in manufacturing. Traditional
methods of eliciting tacit knowledge require significant resources in time and
personnel. In this context, LLMs emerge as a promising tool by using natural language
processing to engage with operators. The paper examines key challenges, including
ensuring operator acceptance of conversational agents. By incorporating operator
insights, manufacturers can build an ever-expanding knowledge base that enhances
decision-making and operational support. The extracted knowledge can serve as the
basis for improving human-machine collaboration and allows continuous refinement
of the knowledge base. By providing a thorough review of the current state of tacit
knowledge acquisition in manufacturing and analyzing LLM applications, this paper
highlights the challenges and opportunities for future developments. Addressing these
challenges enables LLMs to bridge the gap between human expertise and increasingly
complex production systems, thereby supporting the human-centric vision of
Industry 5.0.

Keywords: Tacit knowledge, Industry 5.0, Human-centric systems, Large language models
(LLMs), Knowledge management

INTRODUCTION

The transition from Industry 4.0 to Industry 5.0 signifies a substantial
transformation in the role of human operators within production
processes. Industry 4.0, characterised by automation and digitalisation, has
repositioned humans from being merely direct factors of production to micro-
managers and decision-makers on the shop floor (Spath, 2013). Industry 5.0
further evolves this role by emphasizing collaboration between humans and
machines. A pivotal aspect of this collaboration is the human operators’
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capacity to interpret their environment and make informed decisions, a
process that necessitates access to relevant knowledge.

In the context of a human-centric paradigm, effective knowledge
management emerges as a fundamental element. The EU Commissions
“Industry 5.0” report underscores the importance of efficient knowledge
management in achieving human-centric production (European Commission:
Directorate-General for Research and Innovation et al., 2021). To
effectively adapt to the dynamic demands of the industry, organisations
must implement adaptive production systems and integrate new insights
continuously (Xu et al., 2021). Knowledge management is a multifaceted
process encompassing several phases, including (1) Knowledge Creation, (2)
Knowledge Storage/Retrieval, (3) Knowledge Transfer and (4) Knowledge
Application (Alavi and Leidner, 2001). This paper focuses on the creation
phase of new knowledge — especially the elicitation of tacit knowledge.

The concept of tacit knowledge was first introduced by Polanyi (1966)
to explain how scientific knowledge is created and developed. A more
comprehensive model for understanding knowledge transformation was later
developed by Nonaka et al. (1996). They introduced the distinction between
explicit knowledge, which can be easily documented and shared, and tacit
knowledge, which is deeply rooted in individual experience and difficult to
formalise. To describe the dynamic process of knowledge transformation
between these two forms, they proposed the SECI model, which consists of
four phases: Socialisation, Externalisation, Combination and Internalisation.

Collins (2010) further refined the concept of tacit knowledge by
introducing additional distinctions. He differentiated between various types
of tacit knowledge such as relational, somatic and collective tacit knowledge,
emphasising that some forms of knowledge are deeply embedded in social
and cultural practices and cannot always be fully transferred or documented.

A key criticism of Nonaka & Takeuchi’s approach is that only experts
with the necessary motivation, opportunity and ability (MOA) are likely
to engage in knowledge elicitation techniques based on the SECI model
(Gavrilova et al., 2012). Knowledge-based systems in organisations, such as
expert systems, often face challenges due to insufficient knowledge elicitation
and integration, as employees contribute their knowledge to the organisation
under non-ideal conditions. Gavrilova et al. (2012) propose supportive
methods for knowledge creation. These methods introduce the concept of
an analyst, who enhances knowledge transfer by collaborating with the
experts as knowledge holders. Luftensteiner et al. (2023) explored strategies
for eliciting expert knowledge in production environments. However,
approaches such as interviewing knowledge holders require a significant
investment of resources, making them resource intensive (Horner et al.,
2020).

The recent advancements of Artificial Intelligence (AI) and especially
Large Language Models (LLMs) has emerged as a potential solution to
this challenge. LLMs represent a sophisticated form of Al, characterised
by its capacity to process and generate natural language. LLMs are based
on the Transformer architecture, which is revolutionising natural language
processing (NLP) (Vaswani et al., 2017). Building on this architecture,
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the concept of unsupervised pre-training on large amounts of text data
with Generative Pre-trained Transformer (GPT) has been further developed,
enabling GPT models to generate coherent and contextually relevant texts
(Radford and Narasimhan, 2018). The flexibility and applicability of LLMs
were demonstrated by Brown et al. (2020) on the GPT-3 model of OpenAl,
in which the model can learn and execute new tasks through a few examples
or simple instructions.

While this technology holds the potential to accelerate the SECI process
by reducing the time required for knowledge creation (Zhang et al., 2023),
the role of LLMs in knowledge management is still debated. LLMs can
support all phases of the SECI model (Sumbal and Amber, 2024), but their
ability to process tacit knowledge is still limited (He and Burger-Helmchen,
2024). As generative Al advances rapidly, this capability must be continually
re-evaluated.

To provide a solid foundation to assist future research on the utilisation
of the emerging LLM technology in knowledge elicitation, a systematic
literature review will be conducted. This review aims to identify gaps in
current research and to suggest further research directions to enhance the
understanding of LLM technology in this context. The objective of the
present study is to provide an answer to the following research question:

What potential do large language models (LLMs) have in facilitating the
elicitation of tacit knowledge from employees in industrial manufacturing
settings?

METHODOLOGY

The present study employs a Systematic Literature Review (SLR) in
accordance with the PRISMA (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses) guidelines, to explore the potential of LLMs in
the elicitation of tacit knowledge within industrial manufacturing contexts.
The PRISMA guidelines provide a structured framework for the systematic
identification, selection and evaluation of relevant literature, ensuring
transparency and reproducibility in the review process (Page et al., 2021).

A comprehensive literature search was conducted using major scientific
databases, namely Scopus, Emerald Insight, ScienceDirect, IEEE, Springer
Link and ACM Digital Library. These were selected due to their reputation
for providing access to a wide range of academic material. The search was
conducted with the objective of achieving a comprehensive overview of
the topic, while taking into consideration the interdisciplinary nature of
the subject. No subject-specific or time restrictions were set. The search
was conducted in full text or in all available fields offered by the database
search engine. This is based on the premise that the research fields of Al and
knowledge management contains numerous equivalent terms, which should
be covered as far as possible by this extensive search. At the beginning of
the study, the term natural language processing (NLP) was not used in the
search term. However, as the investigation proceeded, it became evident that
concepts prior to the emergence of LLMs in the field of NLP could also be
adopted. Consequently, the search term was expanded to include natural
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language processing and NLP. The final database search was conducted on
14 January 2024 using the following search terms:

(LLM OR “Large language models” OR NLP OR “Natural language
processing”) AND (“tacit knowledge” OR “implicit knowledge”) AND
(Manufacturing OR production).

The database search yielded 2226 hits. Through a technical filtering
process, 68 duplicate records and 254 structural entries (such as conference
proceedings or tables of contents, which originated from the full-text search)
were identified and removed. The remaining 1904 records underwent a
screening process based on their titles and abstracts.

The inclusion and exclusion criteria for this study were carefully crafted to
align with the research question, emphasizing the capture of tacit knowledge
using LLMs or NLP techniques within the manufacturing industry. Critical
to this selection was the focus on tacit knowledge predominantly held by
employees, excluding knowledge designed for broader public or formal
contexts. As such, the review prioritizes studies centred on internal corporate
knowledge rather than public domain sources. The study targets investigation
of tacit knowledge related to the operation of manufacturing machinery
and processes, excluding studies on product design and creative processes.
As the manufacturing sector also involves manual activities of the employees,
the associated somatic, tacit knowledge is excluded, as well as studies on the
generation of tacit knowledge from numerous data, e.g. machine learning
algorithms based on sensory data from machines, as the review is focused on
knowledge articulated in natural language and its integration with LLMs.

Studies with a broader focus are particularly excluded when the capture
of implicit knowledge is not clearly addressed. In these cases, the technique
of backward and forward citation searching was employed to identify
additional relevant studies. Examples of such broader-focused studies include
reference architectures or review articles.

Following this screening, the full texts of the remaining 106 papers were
assessed. Of these, 15 studies met the criteria necessary to address the research
question comprehensively. An overview of the process can be seen in Figure 1.

Records identified through
database searching
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|
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|

Full-text articles assessed
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Figure 1: The PRISMA selection process for relevant literature.
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RESULTS

Table 1 summarises the Titles, Authors and Years of the selected studies
that represent the foundations of this study. A review of the literature on
the acquisition of tacit knowledge with LLMs in manufacturing reveals a
variety of approaches. The knowledge acquisition approaches can essentially
be divided into two main classes: Extraction und Elicitation. In this paper,
the term extraction is defined as the process of extracting knowledge from
artefacts (A) such as documents, maintenance reports or secondary sources.
In contrast, the term elicitation is focussed on direct knowledge acquisition
from human (H) employees (see Table 2). While extraction is focussed on the
externalisation, elicitation is more in line with the principle of knowledge
socialisation. The follow sections will provide a more detailed discussion
of the relevant studies, while the focus is on elicitation. Table 2 reuses
the IDs from Table 1 and provides an overview of the key concepts of
the studies, highlighting the ‘Acquisition Technique’ column where LLMs
provide support in the process of knowledge acquisition. The column
‘Framework’ describes, if the study provides a comprehensive framework for
a potential practical implementation.

Table 1: Overview of the selected knowledge acquisition studies.

ID Title Author Year
1 Discovering critical KPI factors from Navinchandran, 2022
natural language in maintenance work Sharp,
orders Brundage,
Sexton
2 Network analytics and social BIM for Aragao, 2021
managing project unstructured data El-Diraby
3 Unlocking maintenance insights in Naqvi, Ghufran, 2024
industrial text through semantic search Varnier, Nicod,
Javed, Zerhouni
4 A knowledge-based social networking Mourtzis, 2016
app for collaborative problem-solving in Doukas, Milas
manufacturing
5 Harnessing Large Language Models for Kernan Freire, 2023
Cognitive Assistants in Factories Foosherian,
Wang, Niforatos
6 Enhancing Knowledge Sharing Ogawa, Inoue, 2024
Workshops with Natural Language Uchihira
Processing in Maintenance Work
7  Tacit knowledge elicitation process for Fenoglio, 2022
industry 4.0 Kazim, Latapie,
Koshiyama
8 A Space Conversational Agent for Mihaylov, 2022
Retrieving Lessons-learned and Expert Vasile, Herd,
Training Broughton-
Stuart,
Moshfeghi

Continued
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Table 1: Continued
ID Title Author Year

9 Processing manufacturing knowledge Alm, Aehnelt, 2015
with ontology-based annotations and Urban
cognitive architectures

10 A Model for Capturing Tacit Knowledge Soliman, 2020
in Enterprises Vanharanta

11 An application for supporting the Dudek, Patalas- 2019
externalisation of expert knowledge Maliszewska

12 Achieving Knowledge-as-a-Service in Lyu, Li, Chen 2022
[oT-driven smart manufacturing:

A crowdsourcing-based  continuous
enrichment method for Industrial
Knowledge Graph

13 Procedural knowledge management Celino, 2025
in Industry 5.0:  Challenges and Carriero, Azzini,
opportunities for knowledge graphs Baroni, Scrocca

14 Tacit Knowledge Elicitation for Shop- Kernan 2023
floor Workers with an Intelligent Freire, = Wang,
Assistant Ruiz-Arenas

Niforatos
15 The Design of Al-Enabled Experience- Shen, Lin 2024

Based Knowledge Management System
to Facilitate Knowing and Doing in
Communities of Practice

A major challenge with these methods is the lack of a clear definition of
tacit knowledge and the absence of an underlying conceptual model. The use
of textual and semantic analysis, as seen in studies by Navinchandran et al.
(2022), Aragao and El-Diraby (2021), and Naqvi et al. (2024), demonstrates
an attempt to extract tacit knowledge from documents, reports or even chats
through NLP-based techniques. However, these approaches often ignore
the fact that these knowledge artefacts were not originally created with the
intention of sharing tacit knowledge, potentially leading to loss of context.

When employees are aware of the knowledge sharing process and the
intended audience, knowledge transfer within organisational units should
become more effective. Ogawa et al. (2024) illustrate this by retrieving
relevant text snippets from a message database and using them as discussion
prompts in workshops. While there is still a risk of decontextualisation, the
interactive nature of these workshops allows for contextual reconstruction
through collective discussion.

Another group of studies combines direct knowledge elicitation with
structuring techniques to enhance knowledge transfer. For example,
Dudek and Patalas-Maliszewska (2019) apply NLP techniques to analyse
maintenance reports, where the social context of the knowledge is potentially
preserved. However, structuring methods can introduce bias by enforcing
rigid categorisations, as seen in the approaches of Soliman and Vanharanta
(2020) and Mihaylov et al. (2022). Such techniques risk oversimplifying or
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misrepresenting implicit knowledge by forcing it into predefined taxonomies
rather than allowing it to emerge naturally.

One promising strategy is to increase the transparency of knowledge
structuring processes. Alm et al. (2015) and Celino et al. (2025)
integrate ontology-based approaches, in which employees classify knowledge
elements using predefined categories. While ontologies provide a structured
framework, their effectiveness depends on the stability of shared conceptual
models in the social context. When there is consensus on terminology and
relationships, these methods can facilitate meaningful knowledge transfer.

Several recent studies emphasise the importance of social contexts,
terminology and conceptual structures. Fenoglio et al. (2022) present
an innovative approach using role-playing scenarios based on the Turing
Imitation Game, where knowledge emerges through interactions between
different levels of expertise. While their study hints at ontology learning,
its practical implementation remains an open question. Freire et al. (2023)
take a different approach, using anomalies in manufacturing processes to
trigger reflections facilitated by LLM-based agents. This approach provides
a strong motivational factor for employees to engage with knowledge
assistants, as real-world challenges serve as natural triggers for interaction
and knowledge creation. The clearest focus on socialization is taken by
Shen and Lin (2024), who propose the use of communities of practice
(CoP) to support knowledge sharing through personal knowledge assistants.
Their approach allows ontologies to be updated at both the individual and
community levels, ensuring adaptability and contextual relevance. However,
motivational challenges remain, suggesting that further research is needed to
optimise engagement.

Table 2: Characteristics and key concepts of the selected knowledge acquisition

studies.
1D Domain Knowledge Acquisition Knowledge Know-ledge =~ Framework
Source Technique Target Represen-
(A=Artefact, tation
H=Human)
1 Maintenance  Maintenance  NLP, Manager Classified No
Work Orders Classification Concepts
(A)
2 Project Project NLP, Future Concept No
Management documents Blockmodeling projects networks
(A), Chats (A)
3 Main- Maintenance  Semantic Maintenance  Case Base No
tenenace Reports (A) Representation Operator
4 Manu- Operator (H)  Similarity Operator Database Yes
facturing Search
N Manu- Workers (H), Conversational Worker Knowledge No
facturing Issue Reports User Interface Graph
(A)
6 Workshop Maintenance  Discussion Maintenance  Message Data  Yes
Worker (H) of NLP- Worker Base
selected Voice
Messages

Continued
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Table 2: Continued

ID Domain Knowledge Acquisition Knowledge Know-ledge  Framework
Source Technique Target Represen-
(A=Artefact, tation
H=Human)
7 Industry Experts (H)  Role Game - Knowledge Yes
with  virtual Graph
expert
8 Industry Experts (H) Chatbot with Future Knowledge Yes
questioning  Employees Graph
techniques
9 Assembly Assembly Classification Assembly Ontology No
Worker (H) of Worker
Annotations
10 - Experts (H) Interview, - Database Yes
Storytelling
11 Manu- Mechanic (H) Reports with Maintenance Process No
facturing NLP Worker description
12 Manu- All employees Crowd- All employees Knowledge Yes
facturing (H) sourcing Graph
13 Maintenance Maintenance ~ Web Form Maintenance  Ontology/ Yes
Worker (H) Worker Knowledge
Graph
14 Manu- Operator (H) LLM-based Operator Knowledge No
facuturing Reflection Graph
15 Manu- Members of Personal Communities  Ontology/ Yes
facturing CoP (H) Knowledge of practice Knowledge
Assistant Graph
CONCLUSION

LLMs offer promising support for knowledge elicitation and are a
useful enhancement to conventional knowledge elicitation methods. By
understanding natural language, texts can be analysed, interpreted and
classified.

The ability to interact directly with users when using LLMs as agents
enables them to take on the role of an analyst for reflection as well as a virtual
expert in role-playing games. In addition to these complementary capabilities,
innovative solutions are also available that would not have been possible
without LLMs, such as personal knowledge assistants. The possibility of
interaction offers new ways of taking the social context into account when
capturing knowledge to address motivational challenges. However, the
flexibility of LLMs can conflict with rigid ontologies that interfere with the
structuring of knowledge.

OUTLOOK

This theoretical review reveals that there are still relatively few empirical
studies on the feasibility of implementing LLMs in organisations. Developing
concrete design recommendations for integrating LLMs into the knowledge
capture process would be highly beneficial. In particular, understanding how
the social context can be practically defined, preserved and expressed remains
an important point for further research and may be crucial for the successful
integration of LLMs into knowledge management systems and overcome
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motivational challenges. One possible hypothesis is that the definition and the
corresponding identification with a social context increases motivation to use
LLM-based assistants to connect with shared knowledge. Various strategies
could be explored to strengthen social context further for example through
the common, potentially emotional, identification with the assistant. The
use of personal ontologies also has significant potential, but a scalable and
automated approach is essential.

These points offer a perspective towards human-centric knowledge
assistants in manufacturing as an important contribution to the concept of
Industry 5.0.
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