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ABSTRACT

Medical institutions typically rely on manual analysis of adverse medical events, which
requires significant human resources, time, and specialized knowledge and expertise.
These requirements reduce the effectiveness of identifying potential risks. Can
large language models (LLMs) leverage their powerful natural language processing
capabilities to function as reliable risk detectors? In this pilot study, we aim to evaluate
the effectiveness of LLMs in identifying electronic medical record system (EMR)-
related medical incident risks. We first curated a dataset comprising 573 medical
incident reports that had been manually analyzed. Then, using a few-shot prompting
approach, we designed instructions to evaluate five LLMs, including GPT-40, Claude
3.5 Sonnet, DeepSeek V3, Nova Pro, and Llama 3.1-405b. The results indicated that
the best-performing LLMs could accurately extract more than half of the risk factors
and generate reasonable explanations grounded in real-world case contexts. While
general-purpose LLMs can provide some assistance, further optimization tailored to
specific medical scenarios is necessary to enhance their capability in handling complex
cases.

Keywords: Healthcare safety, Large language models, Medical incidents, Prompt engineering,
Risk factors

INTRODUCTION

Large Language Models (LLMs) possess powerful natural language
processing capabilities, entailing the potential to acquire extensive medical
knowledge and complete complex tasks, which have garnered widespread
attention. However, as an essential aspect of healthcare, the application
of LLMs in healthcare safety remains underexplored. Compared to
standardized medical knowledge assessments, healthcare safety analysis
involves processing complex medical records and lacks fixed answers,
making it more challenging. There is limited empirical evidence regarding the
capabilities of LLMs in facilitating healthcare safety management, specifically
their effectiveness in detecting and analyzing risks within complex medical
systems.

The widespread adoption of electronic medical records (EMRs) has
improved healthcare efficiency and safety (Lloyd et al., 2024). Meanwhile,
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it has also brought significant risks. These risks stem from human factors
among healthcare workers (HCWs), such as physical condition, professional
experience, and work habits (Bisrat et al., 2021), as well as technical defects
in the EMR system, such as hardware failures and power outages (Jo et al.,
2024). The complexity and diversity of information in EMR-related medical
incidents make these records ideal samples for studying the performance of
LLMs in the field of healthcare safety.

Comprehensive review and management of medical information play
a crucial role in healthcare risk identification and quality improvement,
predominantly relying on manual operations by HCWs or administrative
staffs. However, the continuously growing volume of medical data,
encompassing patient records and nursing documentation, exceeds manual
processing capacity, thereby increasing the risk of oversight in potential
clinical hazards (Meeks et al., 2014). Meanwhile, the quality of manual
reviews is constrained by individual experience and judgment, making
the analysis prone to subjective bias and lacking consistency. LLMs
have demonstrated significant potential in processing unstructured textual
information and might help mitigate these challenges. However, there is
currently no evaluation that reflects the performance of LLMs in handling the
real complexity of healthcare safety records and associated analytical tasks.

By designing precise instructions and providing examples, the performance
of LLMs can be significantly enhanced without requiring fine-tuning. This
method not only optimizes the model’s performance in specific tasks but
also plays an important role in healthcare safety and quality management
(Wang et al., 2023). With well-crafted instructions, the model can more
efficiently identify and address potential risks within healthcare systems,
thereby supporting the structuring and analysis of medical records.

Based on this context, this study aims to evaluate how effectively LLMs
could identify risk factors in EMR-related incidents. Thus, we present three
new insights:

1. Identifying the risk recognition capabilities of LLMs in healthcare
safety and evaluating the rationality of the critical information and
explanations provided by LLMs.

2. Developing instructions suitable for risk identification and interpretation
generation task using a few-shot prompting approach.

3. Proposing practical applications and directions for future optimization.

METHODS

Dataset Preparation

We utilized 573 EMR-related medical incident reports from the Project to
Collect Medical Near-Miss/Adverse Event Information system, managed by
the Japan Council for Quality Health Care. The reports are written in
Japanese and cover incidents from 2010 to 2023. Besides the time, severity,
patient information, and involved personnel, the reports include detailed
descriptions of medical incidents.
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The extracted data from the reports initially had a complex format, with
diverse types of information distributed across multiple free-text paragraphs,
making subsequent processing challenging. To enhance data usability,
we summarized the distribution of key information and the correlations
between different information categories, converting unstructured text into a
structured data format suitable for LLM tasks such as information extraction
and explanation generation. Through text parsing and field extraction, we
retained or merged key fields (e.g., patient information, incident details,
background summaries) while removing irrelevant content to ensure a
consistent field structure for each record.

Using the framework of established principles for information technology
safety (Magrabi et al., 2015) and methods for analyzing human errors in
healthcare (Itoh et al., 2009), we manually classified risk factors of each
report. The taxonomy framework primarily included machine errors and
contributing factors (such as human errors and contributing factors). The
taxonomy process was initially conducted independently by two researchers
with expertise in healthcare safety, with disagreements resolved by a third
expert. The original classification system comprised four major categories
and 79 specific subcategories to support multidimensional analysis of medical
incidents. Due to significant differences in the frequency of various risk
factors and to avoid difficulties in identifying rare cases, we finally selected
21 high-risk factors as the gold standard.

To facilitate subsequent instruction generation and testing, considering the
potential impact of the scarcity of medical incident report data on LLM
performance, we divided the dataset into two groups: a training set, 458
cases were used for tuning instructions during pre-testing and serving as a
reference for the LLM; an evaluation set, 115 cases were used to assess the
LLM’s performance during formal testing. Figure 1 outlines the workflow
from building dataset to evaluation: (1) making structured dataset, and
(2) evaluating LLMs’ responses against gold standard analyzed by
professionals.
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Figure 1: Workflow for dataset preparation to evaluation.

Instruction Design

To enable the model to identify risk factors from Japanese medical
incident reports and generate corresponding reasoning, we designed
standardized instructions to clarify task objectives, input formats, and output
requirements. Ahmed et al. (2024) indicates that few-shot prompting, by
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providing a small number of relevant examples, effectively guides the model
to perform tasks more accurately. Unlike zero-shot prompting, which only
includes task descriptions, few-shot prompting incorporates highly relevant
contextual examples, providing the model with a clear reference framework.
Therefore, we adopted the few-shot prompting approach in the instruction
design.

To validate the effectiveness of few-shot prompting, we conducted
comparative experiments using GPT-4o to evaluate both zero-shot and few-
shot prompts. The results showed that while zero-shot prompting could
produce some reasonable outputs, it exhibited significant variability, such
as identifying risk factors outside the task scope or generating unrelated
reasoning. In contrast, few-shot prompting had significantly higher output
quality, ensuring that results aligned better with task objectives and remained
consistent.

During optimization, few-shot prompting was further refined by selecting
diverse and representative examples, therefore simplifying instruction
phrasing and adding task constraints. These improvements enhanced
the model’s understanding of the task and improved the consistency
of outputs. The optimized few-shot examples covered the diversity and
representativeness of task objectives, while clear instructions reduced
interpretation errors. Defining task boundaries minimized the generation
of irrelevant content. After five consecutive test rounds, the model’s
performance stabilized, confirming the advantages of few-shot prompting in
handling complex tasks.

Model Selection and Configuration

The selection of models is based on two core criteria: first, the model must
support rapid deployment or direct application to meet the efficiency, and
practicability demands of healthcare environments; second, the model must
consistently generate task-compliant content to ensure reliable output in
safety-critical scenarios. During the pre-test phase, we systematically tested
models with varying parameter scales and types, encompassing both open-
source and commercial models. Open-source models included versions with
parameter scales ranging from 7b to 405b, such as Qwen 7b, Llama 3.1 8b,
and Phi-4 14b. Commercial models included leading options like GPT-40,
Claude 3.5 Sonnet, and Amazon Titan. The results indicated that compared
to models with smaller or medium scales high-parameter open-source models
and most commercial models demonstrated superior performance by stably
producing high-quality output. Additionally, these models showed potential
for rapid deployment and adaptation to real-world scenarios. Therefore, five
models were selected in this study: GPT-40, Claude 3.5 Sonnet, Amazon
Nova Pro, Llama 3.1 405b, and DeepSeek V3.

To ensure consistency and operability in the experiments, this study
integrated five large language models into a unified Open WebUI interface
through APIs and the Amazon Bedrock service. This interface serves
as a standardized experimental platform, enabling consistent input and
invocation across different models. All models were invoked using default
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parameters to evaluate their baseline capabilities, thereby reflecting their
most authentic performance. The temperature setting was configured to the
default value provided by each model. The context length was set to the
maximum range supported by the models. The output was structured in a
standardized JSON format, which included a list of identified risk factors
and a reasoning field.

Experiment Design

We used scripts to load the evaluation set and populate the instructions,
inputting them one by one into the API of Open WebUI for testing with the
corresponding models. The input instructions included the task description,
few-shot examples, the current medical incident report text, and output
requirements. To address the potential decline in recognition performance
caused by the scarcity of medical incident report samples, the training
set was converted into Markdown format and added to the Retrieval-
Augmented Generation (RAG) knowledge base of Open WebUI to enhance
the model’s background knowledge. The embedding model was sentence-
transformers/all-MiniLM-L6-v2.

We also employed scripts to store the model-generated results in JSON
format. The stored data included the categories of risk factors identified by
the model and the causal reasoning generated based on the input report. The
outputs were categorized and stored according to the task ID of the input,
ensuring precise matching between the outputs and the corresponding inputs.

Evaluation Metrics

To comprehensively reflect model performance, we applied quantitative
and manual evaluation methods. For the task of extracting risk factors,
four classic classification indicators were used as quantitative evaluation:
hamming accuracy, precision, recall, and F1 score. These metrics were
calculated by matching the risk factor lists generated by the models with
manually annotated data.

Manual evaluation was employed for the task of generating reasoning
and key information. The evaluation considered four metrics: coherence,
relevance, factual consistency, and usefulness. Coherence focused on the
logical clarity and organization of the generated content. Relevance assessed
the alignment between the outputs and the input cases. Factual consistency
measured the extent to which the generated content matched real case
(Sedlakova et al., 2023). Usefulness evaluates the practical application
value of the reasoning content. Manual evaluation employed a five-point
Likert scale ranging from “1: completely non-compliant” to “5: completely
compliant”.

To ensure scientific rigor and comprehensiveness of the manual evaluation,
stratified sampling was used to cover all identified risk factors and assess the
corresponding reasoning capabilities. Specifically, the risk factors identified
in the outputs of the five models were categorized, and stratified sampling
was conducted based on the distribution characteristics of different risk types.
This ensured that the sampled cases represented the full range of risk factors.
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The same 35 cases (approximately 30% of evaluation set) were selected as
evaluation samples for all five models. The outputs generated by each model
were anonymized, and the specific source models were not disclosed during
the evaluation process. Evaluators scored the outputs for each model across
the four dimensions individually. This approach ensured a fair comparison
of different models under identical task conditions while covering reasoning
content corresponding to a variety of risk factors. The methodology also
minimized the potential impact of sampling bias on evaluation results. Finally,
a composite score was calculated by assigning equal weights (25% each) to
all the four manual evaluation metrics, determining the overall performance.

RESULTS

Table 1 presents the performance of five LLMs in the task of extracting
risk factors. GPT-40 achieved a hamming accuracy of 0.809 as the highest
among all models, indicating its ability to comprehensively cover risk factors
while effectively reducing incorrect predictions. Claude 3.5 Sonnet, DeepSeek
V3, and Nova Pro demonstrated similar performance, demonstrating strong
adaptability in multi-risk factor identification tasks. In contrast, Llama
3.1-405B had an accuracy of 0.269, highlighting its substantial shortcomings
in overall consistency.

Table 1: Quantitative performance evaluation of LLMs in identifying risk factors.

Models Hamming Precision Recall F1
Accuracy

GPT-40 0.809 0.511 0.629 0.564

Claude 3.5 Sonnet 0.778 0.491 0.754 0.594

DeepSeek V3 0.782 0.495 0.690 0.577

Nova Pro 0.789 0.474 0.642 0.545

Llama 3.1-405b 0.269 0.431 0.417 0.424

GPT-40 showed the best performance of 0.511 in precision, indicating its
ability to minimize false positives. However, its recall of 0.629 was lower
than Claude 3.5 Sonnet’s 0.754, suggesting it was slightly less effective at
covering a broader range of potential risk factors. Similar to Claude 3.5
Sonnet, DeepSeek V3 offered balanced coverage and predictive accuracy by
arecall of 0.690 and a precision of 0.495. Again, Llama 3.1-405b performed
the poorest in both precision and recall, demonstrating its inability to meet
task requirements in terms of risk factor identification accuracy and coverage.

Considering the combined performance of precision and recall, Claude
3.5 Sonnet achieved the highest F1 score of 0.594, indicating a strong
balance between comprehensive coverage and predictive accuracy. DeepSeek
V3 ranked second, showing competitive performance in balancing recall and
precision. GPT-40’s F1 score was 0.564, slightly lower than that of Claude 3.5
Sonnet, but its superior precision highlighted its preference for high accuracy.

Figure 2 illustrates the overall performance of LLMs in providing
reasoning for the identified risk factors. GPT-40 achieved the highest
composite score of 4.28, reflecting its ability to generate content that
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serves as effective references. Claude 3.5 Sonnet’s score was close to
GPT-40, indicating good quality in its generated explanations, though some
shortcomings existed. DeepSeek V3 and Nova Pro demonstrated stable mid-
level performance. Llama 3.1-405b scored 2.52, significantly lower than the
other models, indicating substantial weaknesses across multiple dimensions.
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Figure 2: Overview of composite scores by manual evaluation.

Figure 3 provides a detailed depiction of the performance of each model
across four metrics. Overall, the ranking of LLMs in the four metrics
aligns with their total scores. GPT-40 demonstrated the most outstanding
coherence, with a mean of 4.65 and the smallest standard deviation. This
result indicates that GPT-40 consistently maintained strong logical abilities
across diverse and complex cases. Claude 3.5 Sonnet and DeepSeek V3
respectively achieved similar means of 4.46 and 4.37. However, DeepSeek
V3 exhibited greater variance, suggesting that while its logical content was
generally acceptable, its stability varied across cases. Llama 3.1-405b had the
lowest mean of 2.86 and the largest standard deviation, revealing significant
shortcomings in coherence.
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Figure 3: Mean and standard deviation of four manual evaluation metrics.

In terms of relevance, GPT-40 achieved a mean of 4.20, demonstrating its
ability to generate content closely aligned with risk factors and case details.
Claude 3.5 Sonnet and DeepSeek V3 each achieved a mean of 4.06, indicating
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their capability to understand case content and align with the relevant risk
factors. Llama 3.1-405b had a mean of 2.49 and exhibited high variability,
reflecting its limited ability to adapt to reports with varying complexity and
its weaker alignment with risk factors.

GPT-40 also achieved the highest mean of 4.17 in factual consistency.
This result reflects its reliability in generating content consistent with the
facts in the reports, with fewer hallucinations. Nova Pro achieved a mean
of 3.86, with a lower standard deviation compared to GPT-40, suggesting
stable performance but some room for improvement in accurately reflecting
case facts. Llama 3.1-405b had the lowest mean and the largest variance,
indicating frequent factual errors and hallucinations, which made it difficult
to generate content aligned with the facts.

In terms of usefulness, GPT-40 achieved a mean of 4.09, indicating its
high practical value as a reference tool, even though it may not yet be ready
for direct application. Claude 3.5 Sonnet achieved a mean of 4.00 with the
smallest variance, highlighting its stable performance and unique strengths
in generating practically useful explanations. Nova Pro achieved a mean of
3.69, reflecting moderate practical value but showing limitations in terms of
detail and depth.
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Figure 4: Correlations of four manual evaluation metrics by Spearman’s rho.

Figure 4 depicts that all metrics are positively correlated, with all
correlations reaching a significant level (p < 0.001). The correlation
coefficients range from 0.67 to 0.88. The highest correlation was observed
between relevance and usefulness (p = 0.88), indicating that in tasks
involving the generation of explanations for risk factors, content that is more
closely aligned with the input information tends to have greater practical
application value. The correlation between factual consistency and usefulness
was also high (p = 0.83), suggesting that the alignment of generated content
with the facts in medical incident reports is a critical factor influencing its
practical utility. Similarly, coherence shows a slightly lower correlation with
usefulness (p = 0.71) but still underscores the importance of logical rigor in
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enhancing the practical value of outputs. The lowest correlation is between
coherence and relevance (p = 0.67), which possibly indicates that coherence
is not a direct determinant of relevance in the generated reasons.

DISCUSSION

This study evaluated the effectiveness of five mainstream LLMs in extracting
risk factors and generating explanations within the context of healthcare
safety. The results showed that GPT-40 achieved the highest accuracy in
predicting risk factors, while Claude 3.5 Sonnet demonstrated superior
coverage of risk factors. DeepSeek V3 demonstrates a good balance between
accuracy and coverage, showcasing unique advantages. They also performed
well in generating explanations. Meanwhile, the high relevance between the
model’s output and the input cases can provide more practically meaningful
references.

The differences in model performance can be attributed to several potential
factors. Data scale significantly impacts the effectiveness of LLMs in
identifying risk factors. The strong performance of GPT-40 and Claude 3.5
Sonnet is largely due to their large training datasets and broad coverage,
which include public and third-party data sources (Wu et al., 2024). Extensive
data scales enhance the models’ breadth and generalization capabilities,
making them more adept at recognizing linguistic patterns in reports
compared to models with smaller training datasets. However, data in the
medical field is relatively scarce compared to domains such as economics
and law, with strict access and usage regulations to protect personal
privacy and ethical standards. Regarding healthcare safety-related reports,
publicly accessible datasets are limited, constraining LLMs’ ability to improve
performance in this specific domain.

Our findings suggested that GPT-40 and Claude 3.5 Sonnet generated
explanations that were more closely aligned with report details and handled
logical relationships effectively, even when processing complex incident
reports with interacting factors. The reason could be the parameter scale that
is considered a direct factor affecting the quality of explanations generated by
LLMs. Larger parameter scales generally result in stronger representational
capabilities as they capture more complex patterns and relationships. Thus,
when expanding the size of incident-related training data is not feasible,
models with larger parameter scales can better leverage the input cases for
analysis.

Moreover, specialized fine-tuned models in the medical domain, such
as Med-PaLM and Clinical GPT, have demonstrated strong capabilities
in generating medical knowledge. However, no dedicated models have
yet emerged for the field of healthcare safety. The findings presented
in Maharjan et al. (2024) indicate that general-purpose (base) models
can outperform intensively fine-tuned models in performing specialized
healthcare tasks when optimized through prompting alone. In this study,
structured instructions built with few-shot prompts successfully enabled
LLMs to capture the complex elements inherent in real-world medical
workflows. This demonstrates the potential of prompt engineering to unlock
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emergent properties in large foundational models, laying the groundwork for
leveraging LLMs to tackle more complex and diverse healthcare safety tasks
in the future.

Additionally, as a knowledge-enhancement module that combines
dynamic retrieval and generation, RAG is considered an effective
strategy for strengthening LLMs performance on specific tasks without
requiring fine-tuning. Li et al. (2024) showed that integrating ChatGPT
with RAG outperformed manually designed templates in organizing
medical information and generating templates, particularly in reducing
hallucinations. This highlights the potential of RAG in improving model
accuracy and reducing hallucination-related issues. In this study, a knowledge
base composed of a small sample demonstrated the benefits of introducing
task-specific external knowledge to address the limitations of the model’s
internal knowledge. It is worth noting that RAG leverages external
knowledge repositories that receive timely updates, enabling LLMs to
incorporate the latest changes and ensure the relevance and accuracy of
their outputs. However, the exploration of RAG and knowledge bases in the
context of safety remains limited in this study. Improving data structuring to
facilitate effective retrieval and integrating retrieved information with input
instructions could further enhance the quality of generated explanations.

The current limitations of LLMs indicate that they are still far from
practical application. Although the tested LLMs provided lists of factors to
varying degrees when identifying risks, they still have limitations in omitting
critical risk factors and failing to accurately identify risks. The complexity of
medical incidents arises from the combined effects of multiple contributing
factors whereas the impact of each factor is not uniform. This implies
that LLMs need a profound “understanding” of complex medical incident
scenarios rather than relying solely on pattern inference (Wang and Shen,
2024). To meet task requirements, LLMs must enhance their causal reasoning
capabilities and the ability to recognize interactions among multiple factors.

CONCLUSION

The preliminary evaluation of this study suggests that general-purpose LLMs
offer notable support in healthcare safety scenarios due to their extensive
training scope and strong representational capabilities. Designing effective
instructions enables LLMs to accurately perform tasks such as information
extraction and explanation generation. Additionally, the integration of
external knowledge bases and targeted optimization can further help LLMs
realize their full potential. For practitioners aiming to incorporate LLMs
into medical incident analysis in the future, the findings of this study can
serve as a reference, aiding them in better understanding the applicability
and limitations of LLMs.
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