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ABSTRACT

Qualitative research provides valuable insights into complex human phenomena, but its

coding processes are often time-intensive and labor-intensive. The advent of Large Language

Models (LLMs) has introduced new opportunities to streamline qualitative analysis. This study

investigates the application of LLMs in both inductive and deductive coding tasks using real-

world datasets, assessing their ability to complement traditional coding methods. To address

challenges such as privacy concerns, prompt customization, and integration with qualitative

workflows, we developed QualiGPT, an API-based tool that facilitates efficient and secure

qualitative coding. Our evaluation shows that the consistency level between AI-generated codes

and human coders is acceptable, particularly for inductive coding tasks where themes are

identified without prior frameworks. In our case study using data from a Discord community,

GPT-4 achieved a Cohen’s Kappa of 0.57 in inductive coding, demonstrating moderate agreement

with human coders. For deductive coding, the inter-rater reliability between human coders

and GPT-4 reached a Fleiss’ Kappa of 0.46, indicating a promising level of consistency when

applying pre-established codebooks. These findings highlight the potential of LLMs to augment

qualitative research by improving efficiency and consistency while maintaining the contextual

depth that human researchers provide. We also observed that LLMs demonstrated higher

internal consistency compared to human coders when using a codebook for deductive coding,

suggesting their value in standardizing coding approaches. Additionally, we explored a novel

paradigm where LLMs function not merely as coding tools but as collaborative co-researchers

that independently analyze data alongside humans. This approach leverages LLMs’ strengths

in generating high-quality themes and providing genuine content references, thereby enriching

researchers’ insights while maintaining human oversight to ensure contextual understanding

and ethical standards. Nevertheless, challenges remain regarding prompt engineering, domain-

specific training, and the risk of fabricated information, underscoring the importance of human

validation in the final analysis. This research advances human-AI collaboration in qualitative

methods by exploring AI-assisted coding and highlighting future improvements in interaction

design.
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INTRODUCTION

Qualitative research offers a unique perspective into individuals’
comprehension, attitudes, and insights regarding technology, phenomena,
and specific topics (Preissle, 2006). Over time, an increasing number of
researchers have acknowledged the significance of qualitative methodologies
across diverse fields. In the HCI (Human-Computer Interaction) field,
qualitative research methods are particularly important because they provide
deep insights into how people collaborate with and through technology.
Researchers often use qualitative methods such as interviews, observations,
and content analysis to understand complex socio-technical systems and
work practices. However, as the scale and complexity of data increase,
researchers face the challenge of efficiently processing and analyzing large
volumes of qualitative data. Analyzing such data can be labor-intensive
(Zhang et al., 2023), especially with extensive and complex datasets.
Moreover, the task of coding qualitative data not only demands significant
effort but also poses challenges related to understanding context and ensuring
consistency. Coding, arguably the most crucial task in qualitative analysis,
is both a beloved and challenging aspect for analysts (Saldana, 2015). As
the production of qualitative data continues to surge, there is an escalating
demand for innovative techniques to streamline and enhance the analysis
process (Bazeley, 2013).

To address these challenges, researchers have employed qualitative analysis
software with computer-assisted collaboration to boost data management
and efficiency (Elliott-Mainwaring, 2021). Since the release of GPT-3 in
2022 and later versions, LLMs have sparked a technological revolution.
We explored leveraging these models for qualitative analysis to enhance
efficiency and accuracy, choosing OpenAI’s ChatGPT and its API for broad
applicability.

We developed QualiGPT1, an integrated tool using API access and
prompt engineering, to overcome challenges in data privacy, prompting,
and workflow. We applied an LLM to a real dataset and compared its
performance with manual coding in inductive and deductive tasks using
inter-rater reliability (IRR) (McHugh, 2012). The LLM achieved acceptable
agreement with human coders, especially in inductive coding where natural
theme emergence highlights AI’s potential to boost coding efficiency while
maintaining contextual depth and ethical oversight. This work contributes to
the discourse on human-AI collaboration in qualitative research and outlines
future directions for LLM-assisted coding.

RELATED WORK

Qualitative research is a vital approach to understanding human experiences,
rooted in subjectivity and practical interactivity (Preissle, 2006) and widely
used across disciplines. Rigorous data analysis is essential to this method
(Sarker et al., 2013). In this section, we briefly review common qualitative

1https://github.com/KindOPSTAR/QualiGPT
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coding processes and challenges, examining both manual and technology-
assisted approaches.

Manual Qualitative Coding

Coding is the most crucial part of qualitative research. Although coding
enhances the understanding of data, and researchers can gain a series of new
insights from the coding process, human coders or annotators still typically
need to spend a considerable amount of time on the manual coding process
and face a range of challenges (Zhang et al., 2023). To further address or
reduce the negative impact of the challenges encountered during the coding
process, we first briefly review the inductive and deductive coding methods
and their associated challenges.

Inductive Coding

Inductive coding is a widely used qualitative method that derives themes
directly from data without relying on a predefined codebook (Thomas, 2003;
Forman and Damschroder, 2007). Human coders play a crucial role by
identifying emerging patterns and key concepts, like open coding, which
often requires expert guidance (Fereday and Muir-Cochrane, 2006; Naeem
et al., 2023; Wiltshire and Ronkainen, 2021). This process is challenging for
novices due to the complexity of qualitative data (Kalman, 2019), the need
for reflective skills like memo-writing (Stuckey, 2015), effective management
of iterative processes (Noble and Smith, 2015), and a collaborative mindset
to avoid over-interpretation.

Deductive Coding

Deductive coding is a key qualitative method where annotators apply a pre-
established framework (MacQueen et al., 1998; Fereday andMuir-Cochrane,
2006) by assigning codes from a codebook to data segments (Goodell et al.,
2016). While this approach requires less expertise in uncovering implicit
patterns than inductive coding, it demands a deeper understanding of each
category’s connotations (Azungah, 2018).

Consistency is equally crucial in deductive coding, and maintaining
coding consistency becomes a significant challenge (O’Connor and Joffe,
2020). Annotators typically need to ensure the consistency of their coding
decisions through meetings, discussions, agreements, and technical methods,
promoting a shared understanding of the codes and the content being coded
(Zade et al., 2018; Chowdhury, 2015).Multiple rounds of discussions among
coders are particularly important for resolving issues encountered during the
deductive coding process.

When human annotators encounter data segments that do not fit neatly
into the existing coding framework, they must decide how to handle these
“exceptions”, either by creating new codes or adjusting the existing ones
(Pearse, 2019). Multiple rounds of discussions among coders are particularly
important for resolving issues encountered during the deductive coding
process, which has been evidenced in several previous studies (Chinh et al.,
2019; Lyu et al., 2024; Cai et al., 2024).
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AI-Assisted Qualitative Coding

The combination of AI and qualitative research has begun to redefine how
researchers approach qualitative data and analysis (Haque et al., 2022; Xiao
et al., 2023). Technologies, especially AI algorithms, provide potential for
improved efficiency in analyzing large datasets. AI can be used to gather and
organize qualitative data from various sources, like social media platforms,
online forums, and digital archives. This not only saves time and resources
but can also uncover a wider range of data points that might be overlooked in
manual collection (Feng et al., 2023). Also, AI-powered transcription services
can transcribe audio and video data into text format quickly and accurately.
Typically, transcription and encoding in qualitative research present the
biggest challenges for researchers, often consuming a lot of time. However, a
good assistant tool allows researchers to focus more on analysis rather than
on data preparation (Marathe and Toyama, 2018). AI models can provide
an initial analysis of textual data by summarizing content, identifying key
themes, sentiments, or trends, and even insightful advice and generating
questions that can help guide further research (Cui et al., 2023; Khurana
et al., 2023; Shaik et al., 2022). By comparing AI findings with human
analysis, researchers can increase the validity and reliability of their findings
(Gebreegziabher et al., 2023).

PROCEDURE

In this study, we adapted prompts from previous research (Gao et al., 2023b;
Xiao et al., 2023) that cover Task Background, Task Description, Processing
Method, and Expected Output. The customizable prompts allow expert role-
playing and data type selection (e.g., social media), andwe controlled analysis
depth by specifying the number of key themes and adding instructions for
inductive coding to ensure comparability with human-generated themes.
Using GPT’s default temperature (0.7), we submitted these prompts for
analysis. To evaluate LLM performance, we applied them to a dataset of
1,000 public Discord posts (excluding sensitive user data) and compared the
resulting codes with those frommanual coding to assess IRR in both inductive
and deductive processes.

Case Study One - Inductive Coding by Using LLM

In Case Study 1, we randomly selected 200 data entries for inductive
coding using both manual and LLM-assisted methods. For the manual
approach, topic modeling on the raw dataset yielded 8 topics; we then
chose two topics and randomly extracted 100 entries each. Two research
assistants independently labeled each entry with short tags. Since the dataset
is anonymous, the first round of coding took several hours, with the full
process, including discussions, lasting nearly a week.

For inductive coding, by using LLM, we removed the manually coded
labels from the data and submitted it to LLM for analysis, and we designed
prompts that allow LLM to explore the data that was processed in the
manual inductive coding section and generate corresponding codes without
prior knowledge. Specifically, we interact with LLM through prompts. First,
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we employ role-playing to activate LLM’s capabilities, such as “You are
now an excellent qualitative data analyst and qualitative research expert.”
Then, we inform it about the required task and provide the task background,
for instance, “You need to perform inductive coding on a dataset that was
obtained from a public Discord server named ‘TwitchDev’. This server is
run by non-staff volunteers such as moderators and administrators. TPDs
(Twitch Platform Developers) will get a developer role in this Discord by
the administrators of this Discord server if they prove that their program
developments are building for Twitch users or using the Twitch-provided
tools. The community has thousands of TPDs to share their experiences. It
has more than 2,000 active members daily, including Twitch official staff,
TPDs, broadcasters, and viewers.” We also inform it about the input data
format, such as “Each row in the dataset represents a single data entry”, and
specify the output format, “Please help me determine a possible code for each
data entry and return the results in a tabular format, with the first column
being the data index and the second column being the code.” If GPT provides
an incorrect format or is not processing the task correctly, we regenerate the
output.

Case Study Two - Deductive Coding by Using LLM

Codebook Development
Before deductive coding, we developed a codebook based on inductive results
from Case 1. Two research assistants compared and merged labels for each
entry, forming an initial codebook of 171 labels. With input from the senior
researcher, the team reviewed and refined this codebook, removing irrelevant
labels, to produce a final set of 54 labels (with label 0 for irrelevant topics and
label 53 for relevant but unspecified topics) for use in the deductive coding
process.

Deductive Coding Process
Subsequently, the research assistants used the created codebook to
independently code another 200 randomly selected data entries.
Simultaneously, we changed the prompt description of the task to deductive
coding and asked GPT-4 to code the same 200 data entries using the code
from the codebook. To minimize the impact of randomness in LLMs, we had
GPT-4 perform three rounds of deductive coding on the 200 data entries,
with each round being conducted independently. We have modified the task
description section in the prompts as follows: “For each line in the dataset,
assign the most appropriate code(s) from the codebook. If multiple codes
apply, list all relevant codes. Return the results in a table format with the
following columns: ‘|Original Text | Assigned Code(s)|’ Start the table with
‘**********’ and end with ‘**********’. Do not include a header row in
the output table.” We also tested the deductive coding on the latest models
(GPT-4o and Claude 3.5). The coding results and corresponding data indices
from each round were also stored in a table for subsequent comparative
analysis.

Results and Evaluation
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Table 1: IRR for inductive and deductive coding across various coders.

Index Type of Coding Coders Num of Coders Kappa Valueα

1 Inductive
Coding

[Human coders],
GPT-4

2 0.57

2 Deductive
Coding

RA1, RA2 2 0.73

3 RA1, RA2, GPT-4 3 0.44–0.50
4 GPT-4(s) 3 0.87
5 RA1, RA2, GPT-4o 3 0.38
6 RA1, RA2, Claude

3.5
3 0.42

αRound to two decimal places

After coding, we calculated IRR for the deductive coding task. Human
coders achieved a Kappa of about 0.73 (substantial agreement). With GPT-4,
Fleiss’ Kappa ranged from 0.44–0.50 (averaging 0.46, moderate agreement),
while three independent GPT-4 coding results exhibited nearly perfect
agreement at around 0.87. The newer models, GPT-4o and Claude 3.5,
each recorded Fleiss’ Kappa values between 0.38–0.42 (moderate agreement).
Detailed results are shown in Table 1.

DISCUSSION

In recent times, the advent and evolution of LLMs such as GPT-3.5 Turbo
and GPT-4 have opened new avenues for automating tasks that were
traditionally labor-intensive. In this section, we further discuss the AI’s role
and collaboration in qualitative analysis.

LLMs as Tools for Inductive and Deductive Coding

Our study explores the practical applications of LLMs in both inductive
and deductive qualitative coding tasks, demonstrating their potential to
enhance traditional methodologies. In inductive coding without a predefined
codebook, GPT-4 demonstrated an acceptable, moderate level of agreement
with human coders. This balance allows the model to generate meaningful
themes without simply mimicking human judgment. This suggests that LLMs
can effectively identify emergent themes and patterns within qualitative
data, a process that typically demands significant human expertise and
intuition (Fereday and Muir-Cochrane, 2006). This level of reliability
indicates that LLMs can serve as valuable complementary tools, enhancing
the efficiency of qualitative analysis while still allowing for the depth and
contextual insights that human researchers provide. On the other hand, in
deductive coding with a predefined codebook, GPT-4 exhibited moderate
performance, indicating that LLMs can effectively apply predetermined
codes—a key asset for qualitative research (MacQueen et al., 1998).
Qualitative analysis inherently involves a degree of subjectivity, allowing
researchers to derive unique insights from the data (Garcia and Quek, 1997).
However, this subjectivity can result in varied interpretations of the same
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dataset by different researchers, necessitating discussions and consensus-
building among co-researchers (Saldana, 2015). LLMs, when employed
as coding tools, offer a means to process large volumes of data swiftly
and consistently, potentially reducing the labor-intensive nature of manual
coding (Zhang et al., 2023). While LLMs have not yet matched human-level
consistency, their ability to handle structured data efficiently suggests they
can identify content that might be overlooked by human coders, thereby
augmenting the overall coding process (Poldrack et al., 2023).

LLMs as Collaborative Co-Researchers in Qualitative Analysis

Building upon their role as coding tools, our research investigates the
novel paradigm of integrating LLMs as independent co-researchers within
qualitative studies. In this framework, human researchers and LLMs
independently analyze the qualitative data. Subsequently, the results from
both parties are collated for collective discussion to achieve consensus. This
collaborative model leverages the strengths of LLMs in generating high-
quality themes and providing genuine content references from the original
text, thereby enriching the researcher’s insights (Haque et al., 2022).

The subjectivity inherent in qualitative analysis, while advantageous for
deriving unique insights, can lead to inconsistent interpretations among
different coders (Garcia and Quek, 1997). By incorporating LLMs as
co-researchers, researchers can mitigate these inconsistencies through the
amalgamation of human and machine-generated analyses. Additionally,
advanced LLMs with capabilities such as voice interaction open new avenues
for more interactive and dynamic collaboration, positioning LLMs not just
as tools but as active participants in the research process.

Despite these advancements, challenges remain. While acceptable, the
current stage of IRR for LLMs highlights the need for ongoing refinement in
prompt engineering and domain-specific training (Reynolds and McDonell,
2021; Gao, 2023; Wei et al., 2022). Furthermore, concerns regarding the
accuracy of LLM-generated content, such as the potential for fabricating
information, underscore the necessity of maintaining human oversight in
the coding process (Poldrack et al., 2023). When used as independent co-
researchers, LLMs can facilitate rapid coding and offer diverse perspectives,
but the final validation and decision-making remain firmly in the hands of
human researchers to ensure the integrity and reliability of the qualitative
analysis (Elliott, 2018).

CONCLUSION

This study demonstrates GPT-4’s potential to enhance qualitative research
by effectively supporting both inductive and deductive coding processes,
aligning well with human judgment. The development of QualiGPT
improved workflow integration and efficiency through an API-based
approach. However, since the study was conducted before newer models were
released and local configuration options were explored, some performance
aspects remain unexamined.
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