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ABSTRACT

The performance of large language models (LLMs) has improved significantly in
recent years, with the result that they are now used in many companies in various
industries. However, the design of a company-specific information system involving
an LLM is associated with a large number of decisions. This leads to a high level of
complexity in the design task. Against this background, companies need a structured
approach that methodically supports the planning, development, implementation
and long-term maintenance of LLM-based information systems so that domain- and
company-specific requirements are taken into account as a result. This article therefore
describes a method that supports the design, introduction and maintenance process
of an LLM-based information system. The method consists of a process model and
a list of design principles, which are also referred to as success factors. The process
model developed is based on the proven six-stage REFA planning system. To identify
and describe success factors, a systematic literature search was carried out. Based
on an analysis of the contents of individual literature sources, success factors for
the design of LLM-based information systems were identified. These success factors
relate, for example, to the quality of the data provided, data security, user-centered
system design and feedback mechanisms for improving information output.
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INTRODUCTION

The performance of large language models (LLMs) has improved
considerably in recent years, so that these are now used in many companies
in various sectors (Raiaan et al., 2024). Dommermuth et al. (2025),
for example, describe how an AI chatbot was developed and introduced
in a large industrial company. This bot provides users with trustworthy
learning content. Ziche and Apruzzese (2024) explain how an LLM-based
information system supports users in process modeling in the construction
industry. In the software sector, such information systems, for instance,
improve service processes and customer interaction (Buxmann et al., 2024).
In the financial sector, for example, LLMs are used to analyze financial
reports in order to obtain forecasts for individual key financial figures (Kim
et al., 2024).

However, the design of a company-specific information system involving
an LLM is associated with a large number of decisions. For example, the
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selection of the LLM and the design of the company-specific database
have a considerable influence on the quality of the information output of
the system (Hafner & Hundertmark, 2024). Moreover, frequent updates
of the LLM and the underlying database play a central role in ensuring
a high level of efficiency and quality of information output in the long
term (Annepaka & Pakray, 2024). Furthermore, LLMs and operational
information can be linked via Retrieval-Augmented Generation (RAG). Also,
prompt engineering, the design of the system input, has a major impact on
the quality of the information generated by the system (Herbort et al., 2025).
Further decisions have to be made regarding the design of system interfaces
or the protection of personal data (HmbBfDI, 2024).

The large number of decisions involved in the design of LLM-based
information systems leads to a high level of complexity in this task.
Against this background, companies need a structured approach that
methodically supports the planning, development, implementation and
continuous maintenance of LLM-based information systems so that, as a
result, domain- and company-specific requirements (Chen et al., 2024) are
taken into account.

METHODS

The subject of this article is the development of a method that supports the
user in developing, introducing and permanently establishing a company-
specific LLM-based information system in a company. On the one hand, this
method includes a process model which describes the essential development,
implementation and further development phases of the information system.
On the other hand, success factors are provided to the method user, which
give orientation in the design of the information system. The success factors
consist of design principles for LLM-based information systems.

To achieve this goal, a four-step procedure is chosen. In the first step,
requirements for the method to be developed, consisting of a process model
and design principles, are determined. In a second step, existing methods are
identified based on a literature search and then evaluated with reference to
the requirements established in the first step. In a third step, a process model
is developed on the basis of the analysis results of the second step. In a fourth
step, success factors for the design of LLM-based information systems are
identified and described by means of a systematic literature review, using the
PRISMA method (Page et al., 2021).

RESULTS

Identification of Requirements for the Method

A total of five main requirements were identified. Firstly, the method should
contain a process model consisting of several steps that logically build on
each other. This process model should provide the user with orientation
and ensure the effectiveness and efficiency of the task execution. Secondly,
the process model should support the entire life cycle of the LLM-based
information system by integrating a further development phase even after
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system implementation. This continuous updating of the LLM and the
database is important so that the system permanently ensures a high quality
of information output (Annepaka & Pakray, 2024). Thirdly, the process
model or components of the model should be tested in practice. Fourthly,
since LLM-based information systems are human-technology systems, the
method should ensure a holistic view – including people, technology and
organization – since ethical aspects and questions of data protection and
usability can also play a role in the context of generative artificial intelligence.
Fifthly, the method should support its users by taking into account LLM-
specific design principles, also known as success factors.

Identification and Evaluation of Existing Methods

The selection of suitable methods and models for the design, implementation
and further development of LLM-based information systems in companies
is based on a literature search. Google Scholar and Web of Science were
used as databases. As a result, the methods and process models CRISP-
DM (Chapman et al., 2000), TDSP (Ericson et al., 2017), PAISE (Hasterok
et al., 2021) and Enterprise AI Canvas (Kerzel, 2020) were identified. Models
that do not consider LLM-specific content but are used by users to develop
an LLM-based information system were also taken into account. The four
models and methods were evaluated according to the requirements identified
in the first step. The assessment results are shown in Table 1.

Table 1: Evaluation of existing methods.

No. Requirements Methods

CRISP-DM TDSP PAISE Enterprise AI Canvas

1 Process model X X X (X)
2 Consideration of the system life cycle - (X) X -
3 Practical testing and relevance X X (X) (X)
4 Holistic view - - (X) (X)
5 LLM-specific design principles - (X) - -

Legend: X: Requirement fulfilled; (X): Requirement partially fulfilled; - Requirement not fulfilled.

For example, the CRISP-DM approach consists of a process model
(requirement 1 fulfilled) that is considered established in operational practice
for data-based projects (requirement 3 fulfilled). However, mechanisms for
the further development of the information system are missing, so that the
entire system life cycle is not taken into account (requirement 2 not fulfilled).
This approach also focuses on the technical realization and not on a holistic
view of an information system (requirement 4 not fulfilled). Furthermore,
the approach does not consider LLM-specific content and design principles
(requirement 5 not fulfilled).

Development of a Process Model

The process model developed on the one hand is based on the proven six-step
REFA planning system (REFA, 2015) and the process model for selecting a
low-code platform (Hinrichsen et al., 2023). On the other hand, it contains
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elements of the models outlined in the previous section. Figure 1 shows an
overview of the process model (Hinrichsen et al., 2025).

Figure 1: Process model for the development of an LLM-based information system.

The first stage of the model involves the identification and selection of
possible use cases for an LLM-based information system. This stage aims to
identify business processes that can be optimized or (partially) automated
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through the use of an LLM. When assessing the suitability of individual
use cases, criteria such as those discussed by Kourani et al. (2024) should
be used (e.g. availability of text-based descriptions, repetitive nature of the
process). The result is a list of described and prioritized use cases after passing
through the first stage. Prioritization is primarily based on an estimate of the
respective economic potential. For the highest prioritized use case, an LLM-
based information system is designed in the subsequent stages of the process
model.

As the task of designing and introducing an LLM-based information
system is highly complex, this task is organized as a project. As part of
the second stage of the process model, the project framework is therefore
defined in the form of a “project charter”. The components of the project
charter are shown in Figure 1 (see points 2.1 to 2.6). In the third stage of the
process model, the requirements for the information system to be designed
are determined in detail. According to Mock et al. (2024), trustworthiness,
compliance with regulatory specifications and the protection of sensitive data
are fundamental requirements. Based on the requirements, a basic concept is
developed in the third stage of the process model, which particularly focuses
on a description of the system architecture and thereby addresses the LLM
selection, data sources and interfaces, among other things (Moujahid et al.,
2024). The fourth stage involves the detailed planning of the LLM-based
information system. Make-or-buy decisions are carried out and offers are
requested. In addition, the usability of the concept is verified. Finally, an
investment calculation has to be executed to ensure the economic viability
of the investment project. In the fifth stage, the practical implementation of
the LLM-based information system is carried out by procuring resources,
performing programming work, preparing data and training employees. The
prototype system then has to be tested until it is considered suitable for use.
Finally, the sixth stage involves the usage and continuous further development
of the system. Further development can be performed, for instance, through
the integration of feedback loops (Lee et al., 2023).

Identification and Description of Success Factors

The design of a company-specific information system involving an LLM is
accompanied by a large number of decisions in different fields of action.
Therefore, success factors for the design of such a system were searched in a
systematic literature review. This was done using the PRISMA method (Page
et al., 2021). By using the four search strings listed below, a total of 112
literature sources were identified within the Web of Science database.

1. “Key factors” AND “large language models”
2. “Design principles” AND “large language models”
3. “Experiences” AND “large language models” AND “implementation”
4. “Experiences” AND “large language models” AND “integration.”

After screening the 112 references, five articles remained in which success
factors for the design of LLM-based information systems are described.
After reviewing the primary references for the five identified articles and a
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subsequent additional literature search, further nine articles relevant to the
research question were found. A qualitative content analysis according to
Mayring (2000) was carried out on the 14 references through an inductive
category formation. Based on the category formation, 20 success factors
for the design of LLM-based information systems were identified. The
success factors relate, for example, to the quality of the data provided, data
security, user-centered system design or feedback mechanisms for improving
information output. Table 2 shows an overview of the identified success
factors. The configuration of the information system is addressed by success
factors 1 through 12, whereas factors 13 to 20 relate to the input and output
of information.

Table 2: Success factors for the development of an LLM-based information system.

No. Success Factor Explanation Reference(s)

1 Integration into existing
systems

The integration of LLMs into existing IT
systems requires careful adaptation to
existing processes, data structures and
security requirements in order to ensure
seamless interactions.

Uygun et al., 2024;
Annamaa, 2024;
Singh, 2025

2 Integration of
domain-specific
knowledge and
superordinate
company-specific
guidelines

The design of LLM-based information
systems requires cooperation between the
relevant specialist department
(domain-specific knowledge) and the IT
department. In addition, superordinate
guidelines are required that describe how
such systems have to be designed in the
company. These guidelines have to be
communicated to users and IT developers
via training courses.

Chakladar, 2024; Chen
et al., 2024

3 Sufficient IT
infrastructure

The availability of a robust computing
infrastructure to handle complex LLM
operations should be ensured in order to
minimize waiting times between
information input and output.

Chen & Zacharias,
2024; Petroşanu
et al., 2023; Singh,
2025; Chakladar,
2024

4 Tasks-specific use of
LLMs

Specifying the tasks that the LLM has to
perform can improve the quality of the
output. The specification can be made, for
example, by integrating own documents
with the help of RAG.

Chen & Zacharias,
2024; Annamaa,
2024

5 Selection of the LLM The selection of the LLM has a major
influence on the quality of the information
output. The latest version of an LLM
should be used.

Herbort et al., 2025;
Singh, 2025

6. Use of RAG as a tool
for LLMs

The use of RAG is recommended to avoid
hallucinations in the output of an LLM.
This method enables the integration of
company-specific data, which can increase
the relevance and quality of the generated
content.

Schelhorn et al., 2024;
Herbort et al., 2025

7 Resource-saving use of
LLMs

The LLM system should offer a way to
transparently show the consequences of
use (e.g. energy consumption).

Oelen et al., 2024;
Singh, 2025

Continued
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Table 2: Continued

No. Success Factor Explanation Reference(s)

8 Database management Compared to other types of databases, the
use of vector databases to provide
company data saves both computing time
and effort for user queries to the LLM. In
addition, it should be possible to expand
vector databases dynamically.

Uygun et al., 2024

9 User-centered design of
the use of LLMs

User-centered design aims to meet the
criteria of software ergonomics. The focus
here is on ensuring that the task is easy to
understand, the system is quick to use and
can be adapted to the available technical
possibilities and user requirements.

Chen & Zacharias,
2024; Oelen et al.,
2024; Annamaa,
2024

10 Transparent use of
LLMs

The use of LLMs in a system should be
clearly labeled to inform the user that the
output may need to be checked for
consistency.

Freire, 2023;
Chakladar, 2024

11 Data security in using
LLMs

The security of linking company data with
language models is of major importance,
as this is crucial for user acceptance and
confidence in such systems.

Freire, 2023; Oelen
et al., 2024

12 Monitoring of the
system

After implementation, the LLM has to be
updated regularly by integrating new data
or updating existing data. By means of
monitoring, the performance has to be
supervised and the quality of the
information output has to be checked.

Singh, 2025

13 Quality of input data The quality and relevance of entered data
(input) is crucial for consistent LLM
output. The data includes training data
from the LLM, prompt input and data
provided using RAG.

Chen & Zacharias,
2024; Herbort et al.,
2025; Uygun et al.,
2024; Singh, 2025;
Chakladar, 2024

14 Prompt engineering Information quality can be significantly
increased by using prompt engineering
(method of information input).

Herbort et al., 2025;
Chen et al., 2024

15 Indication of the result
quality in responses

If the LLM detects uncertainties regarding
the quality of the output, it should inform
the user that it is advisable to check it.

Chen & Zacharias,
2024

16 Provision of
explanations
regarding the
derivation of results
by the LLM

The explanation on how an output of the
LLM is derived enables the user to
understand the result and thus ensure the
reproducibility of the answer.

Chen & Zacharias,
2024; Chiang et al.,
2023

17 Provision of verification
mechanisms

The LLM system should provide verification
and review processes in which experts
evaluate outputs.

Chen et al., 2024;
Brachman et al.,
2024; Lee et al., 2023

18 Request and use of user
feedback

The integration of user feedback into the
LLM system can increase the information
quality of the output.

Oelen et al., 2024;
Freire, 2023;
Delaflor, 2024; Lee
et al., 2023; Chiang
et al., 2023

19 Use of LLMs to identify
helpful contacts

If a user recognizes an incorrect output
generated by an LLM and reports it back
to the LLM, the system should
automatically create a suggestion for the
involvement of expert personnel so that
the user can obtain the required
information in this way.

Chen & Zacharias,
2024

Continued
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Table 2: Continued

No. Success Factor Explanation Reference(s)

20 Error management The LLM system should provide a way to
react to errors. This system response can
include a full error correction, a selection
of suggested corrections or a new
generation of the output.

Oelen et al., 2024

DISCUSSION

Due to the increasing importance of LLM-based information systems,
methodical support is required for the design and introduction of these
systems. This support is provided on the one hand by the process model
presented in this article and on the other hand by a list of success factors
that should be considered during system design and implementation. In the
next step, the method has to be tested in practice and further developed.
The development and introduction of LLM-based information systems is a
dynamically evolving field. The list of success factors in this article should
therefore regularly be reviewed, updated and enhanced.
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