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ABSTRACT

Understanding the dynamics of human trust in Al-based recommendations is an
important challenge for the design of decision support systems and human-machine
teams. This study aims to advance quantitative modeling of reported trust levels
evolving over successive trials across several weeks. Data from 53 participants
was collected in a visual search experiment with Al system recommendations. The
Feedback-based Dynamic Trust Model (F-DTM) proposed herein is based on ten
predictors, focusing on variables linked to different types of delayed feedback. Six
different types of machine learning regression models were compared, with the
decision tree model demonstrating the best predictive performance (R?2 = 64.9%,
RMSE = 0.72) on held-out data. Some variables were then converted into cumulative
sums to capture more effectively the sequential nature of the data with a memory
of past outcomes. These modifications significantly improved the performance of
the new 12-variable decision tree model (R2 = 69.92%, RMSE = 0.66). A subsequent
analysis on this revised F-DTM model assessed the impact of eliminating variables one
at a time, reaching an R2 of 70.41% and an RMSE of 0.65. These findings help address
the current lack of quantitative models of trust evolution in Al. However, the present
cumulative sum memory approach of the F-DTM, employing supervised machine
learning, may be improved on by using more complex models designed for time-series
forecasting. Directions for future research include investigating temporal models,
such as long short-term memory (LSTM), hidden Markov model (HMM), ARIMA or
autoregressive models to predict trust evolution in Al-based recommendations.

Keywords: Trust, Artificial intelligence, Computational model, Human-autonomy teaming,
Repeated measures, Regression model

INTRODUCTION

The topic of trust in artificial intelligence has been gaining interest for several
decades, particularly in highly critical fields such as medicine, automotive,
aviation, and military domains. In these contexts, we want to avoid
individuals’ over- or under-reliance in Al (Parasuraman, 1997), which could
lead to serious incidents. This over- or under-reliance is also linked to good
or poor use of the system. There can be many causes for these states, such
as a lack of training, a high workload, or underlying miscalibrated trust
in the system (Parasuraman, 1997). We therefore may talk to a similar
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extent about over- or under-trust (De Visser, 2018). In the case of over-trust,
the individual has “too much” trust in the capabilities of Al (“too much”
being considered in reference to the objective performance of the Al system
observed on a reference set of situations), while under-trust is the opposite,
where the individual does “not” have “enough” trust in the capabilities
of Al The main challenge of this approach is to determine an adequate level
of trust that an individual should have in Al which is quite complex because
of the complexity of concept of trust itself, as described below.

Trust in Al

Lee and See (2004) define trust as “the attitude that a trustor has toward
a trustee who will help them achieve an objective in a risky and uncertain
environment”. According to this definition, trust is structured along a cycle of
four stages: belief, attitude, intention, and behavior. Belief is the psychological
construct that qualifies the expected assisting outcomes of the trustee’s.
Attitude is the inclination of the trustor to rely on the trustee in a certain
context. Intention is defined as the willingness to act or behave in a certain
manner, while taking into account all other factors influencing the decision
(such as workload, stress, fatigue, perceived risk, etc. (Parasuraman, 1997).
The behavior is the way the intention is made observable through an action
which can be reliant (the user relies on the Al to conclude his/her choice) as
well as meaningful parameters related to this action (decision time, etc.). To
close the cycle, depending on the result, this action will ultimately have an
effect on the trustor’s previous beliefs about the trustee. To check the effect
of results on the four states of the trust cycle, various types of measures exist
(Kohn, 2021). Declarative measures that focus on beliefs and attitudes can
be used at discrete times, before and after a set of interactions. Physiological
measures (cardiac/respiratory/cerebral activity, skin conductance, etc.) focus
on intention and can be used during interactions (de Visser, 2018), and finally
behavioral measures (reliance, compliance, response time, etc.) provide real-
time information on the trustor’s relation to the trustee but also establish
long-term trends.

Feedback

In most cases, and particularly in the military field, it is difficult to access
to the “ground truth” and to the respective performance of user and Al that
would be necessary to adequately calibrate the level of trust. As a practical
answer to this issue, Miller (2018) suggests that users should be given the
opportunity to consult explanations on Al decisions after a mission. He
points out that this feedback process would fit perfectly into the work process
of military operators, who debrief after each mission and learn continuously
from their experience. In general terms, “feedback can be defined as any
message generated in response to a learner’s action” (Mason & Bruning,
2001). For sciences of education, one of the central objectives of giving a
feedback is to fill the gap between the learner’s current state of knowledge
(impacting their current performance along missions) and an optimal state of
knowledge (Lipnevich & Panadaro, 2021). To fulfill this objective, different
types of feedback have been proposed, such as verification feedback and
elaborated feedback (Bosc-Miné, 2014). “Verification feedback” can be
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similar to that of Dzindolet’s (2003) work on trust who simply proposes
to display a level of performance for the Al and the user for a given task.
“Elaborated feedback” aims to provide explanations of how to achieve a
satisfying result, generally under the form of decision rules. When applied to
trust domain, verification feedback allows us to calibrate the beliefs related to
the optimal performance of the system, while elaborated feedback modifies
the beliefs the user can have upon the process of decision itself. The timing
of feedback is also crucial: immediate feedback appears to be beneficial
for immediate decision-making and tasks involving new information, while
delayed feedback appears to be more effective for higher-level tasks and
long-term memorization (Mason, 2001; Butler, 2007). The effectiveness of
delayed feedback lies in the fact that it allows incorrect responses to dissipate
and presents information in a spaced manner, which improves memorization
(Butler, 2007).

Trust Estimation

Feedback appears to be an effective way of reducing or increasing the
trust of a trustor or trustee over time (Fer et al., 2023). But reducing
or increasing the level of trust obviously needs to be able to estimate its
level and trend along time. It is thus necessary to detect at an early stage
when a user is moving towards states of over- or under-trust and to apply
methods for repairing or dampening trust (De Visser, 2018) through adequate
feedback. To do so, different types of models exist (Rodriguez, 2023) with
either behavioral, physiological, attitudinal or both types of input data.
For example, Lee and Moray (1992, 1994) propose to use the VARMA
models and stochastic difference equations to model the dynamics of trust
based on system performance, faults, and history. One of the most common
approaches is that of probabilistic models, with examples such as Bayesian
models like OPTIMo (Xu, 2015). This approach models trust as a latent
state updated online from performance, human interventions, and explicit
feedback. There are also methods using Markov Models with the POMDP
models (Williams, 2023; Akash, 2020), as well as Quantum Models (Roeder,
2023). Finally, statistical learning and machine learning (ML) models, such as
multiple regression models or neural networks have been recently proposed
(Akash, 2018). We see several limitations to these approaches: the first one
is related to the estimation of trust after each interaction. Actually, trust
evolves through experience and tends to stabilize over time if there is no
trust violation (Beggiato, 2015; Zafari, 2024) or if external interventions
do not come into play (De Visser, 2018). All methods mentioned here above
do not take into account these aspects nor long term stabilization of trust,
but only immediate and short-term variation of trust. The second limitation
is the systematic use of Al performance levels in trust estimation models.
As mentioned earlier, the performance of Al is not necessarily known to the
trustor, or if it is known, it is known much later in some cases. It can also
be misleading, as it may indicate that Al has a 90% success rate but has
systematically erred in a particular class.
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Study Objectives

The present study seeks to model trust evolution over the course of a visual
search experiment with Al-based recommendations. The main objective is
to evaluate the predictive accuracy of different supervised machine learning
models for regression, and to examine outcomes as function of the feature set
(predictors) utilized. We thus hypothesize that trust variance over successive
trials can be explained by initial trust, the participant id, the type of
feedback received (basic, performance or elaborated feedback), the moment
of measures, different metrics representing the valence of those feedbacks,
and metrics of past human-Al dissonance and compliance outcomes.

This paper is organized as follows. We present the data collection phase
carried out during an experiment in Section 1. Section 2 explains the predictor
variables used for modeling. In Section 3, we present our approach and
the ML regression models used. Section 4 presents the results obtained by
different models and finally iterates on the best model to refine results. We
will conclude with a summary of the key findings and provide a discussion
on current limitations and prospects for future work.

DATA COLLECTION

Task

We conducted a longitudinal study, as defined by Ployhart and Vandenberg
(2010) (i.e., including at least 3 repeated measurements over time),
experiment divided into five sessions with two days between each session. In
each session, participants were asked to classify 30 images in which soldiers
may or may not be present. For each image, participants had 30 seconds
to decide whether a soldier was present or not, then an Al recommendation
appeared for five seconds, and participants had 10 seconds to make their final
decision. Before the first image, and then every 10 images, a question about
trust in Al and self-confidence was asked on a slider from 1 to 7. The day after
each session, feedback was provided, the type of which differed depending on
the group assigned to the participant. The first group systematically received
performance feedback including the participant’s individual score, the Al
score, and the final decision score. The second group systematically received
elaborated feedback in which six cases encountered during the previous
mission were accompanied by the AI’s probabilistic explanation and the
ground truth (soldier present or not). Then the third group was assigned to
a baseline condition receiving only the ranking, which served as a motivator
for the participants, indicating the participant’s score, the first overall score,
and the last overall score. This ranking was also provided to the other groups.

Participants

53 volunteers, comprising 17 women (M = 34.41, SD = 10.38) aged between
24 and 56, and 36 men (M = 28.63, SD = 8.2) aged between 20 and 51, took
part in our experiment. We observed five levels of education: 1 person with
a baccalaureate, 8 with two or three years of higher education, 3 with four
years of higher education, 29 with five years of higher education, and 12 with
eight years of higher education.
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Data

The data collected was divided into three types: declarative data, collected
through single questions about trust in Al and self-confidence; behavioral
data such as compliance, initial decision time, or final decision time, which
were directly integrated into the applications; and experience-related stimuli
such as the number of dissonances (the Al disagrees with the initial decision)
or information related to different types of feedback.

Table 1: Variables used for the first batch of training.

Variable Short Description Range

Group Type of feedback received (1: performance, 1 to 3 Integer
2: elaborated, 3: baseline).

Id Participant number 1 to 53 Integer

Measure The time of measure (1 to 4: session 1; 5 to 1 to 20 Integer

Initial Trust
Last Delta

8: session 2;...).
Trust measured in measure 1.
Difference in points mentioned in the

1 to 7 Float
0 to 391 Integer

feedback between the last participant and
the actual participant (if the participant is
the last participant, then the delta is 0).
Similar to the above but in relation to the
first participant.

First Delta 0 to 391 Integer

Elaborated Delta Difference in the number of errors made by 0 to 13 Integer
Al compared to the participant in the six
cases presented.

Performance Difference between the number of errors 0 to 31 Integer

Delta made by Al and the number of errors made
by the participant on the 30 images.

Dissonance Number of times the Al recommendation 0 to 10 Integer
differs from the initial decision during a set.

Compliance Number of times the participant’s final 0 to 10 Integer
decision corresponds to the Al
recommendation during a set.

Variables

For the first round of training, input variables considered were: the group,
the id, the time of measure, the initial level of trust, the last delta, the first
delta, the elaborated delta, the performance delta, the number of dissonances
and the number of compliance. These variable are defined in Table 1. In the
second round of training, to align with the vision of feedback that modifies
previous beliefs and the temporal aspect of the evolution of trust, a notion
of memory was added to each of the delta, dissonance, and compliance
variables. This memory is the cumulative sum of this variable since the first
measure. In the final round, each variable was removed one by one to verify
its impact on the model’s performance.

The model output (dependent variable) corresponds to the declared trust
in Al for each set ranging from 1 to 7 with .5 increment.
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DATA PRE-PROCESSING

We observed significant variability in the reported trust during the first
session compared to the other sessions, which was consistent with the
theoretical framework of the trust-building phase (Sollner, 2016). We
therefore decided to remove the data related to the first session from our
model training to reduce noise in the dataset leaving us with 16 data lines
per participant, or 848 lines in total. We then normalized all our variables on
an individual basis from 0 to 1 prior to model training.

MODELS

We trained six supervised ML regression models: a multiple linear regression
model, a decision tree regression model, a random forest regression model,
a multi-layer perceptron model, a support vector regression model and a
k-nearest neighbors model. We used Python and the Scikit-Learn library to
train these models using the Cognitive Shadow toolkit (Lafond et al., 2020;
MacLean et al., 2024).

RESULTS
First Round

The first round of training focused on the ten initial variables formulated
for this study, without any cumulative memory. Model predictive accuracy
was evaluated using the ten held-out folds in a 10-fold cross-validation. The
RMSE corresponds to the average difference between the estimated value and
the actual trust value (from 1 to 7).

Table 2: Training of the 6 models on the 10 basic variables
without memory variables.

Model R? RMSE
Linear Regression 52.27% 0.84
Decision Tree 64.9% 0.72
Random Forest 64.22% 0.73
K-Nearest neighbors 58.37% 0.78
Multi-Layer perceptron 59.46% 0.78
Support vector 58.74% 0.78

Results in the Table 2 show that the Decision Tree and the Random Forest
models were best at predicting trust ratings both in terms of accuracy (RMSE)
and variance explained (R?). Given the categorical nature of the id and the
group, these two models naturally stand out from the rest, as they should
allow similar profiles to be isolated by branch.

Given the focus of this model on the different feedback types received
after each set, we call the resulting decision tree model the Feedback-based
Dynamic Trust Model (F-DTM). Although our initial results are interesting,
one limitation of the resulting model is the lack of memory of past feedbacks
encountered in earlier sets.
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Second Round

To compensate for the previous lack of consideration of temporality in the
models, we decided to include a memory variable for six variables, namely
the four deltas, dissonance, and compliance (effectively replacing them but
also keeping the non-cumulative dissonance and compliance metrics for the
current set). The group, id, trust initial and measurement variables did
not lend themselves to a cumulative memory metric. The F-DTM was thus
revised to go from 10 to 12 predictor variables with this cumulative memory
approach.

Table 3: Training of the 6 models with the 16 input variables.

Model R? RMSE
Linear regression 51.9% 0.85
Decision Tree 68.57% 0.67
Random Forest 64.17% 0.73
K-Nearest neighbors 45.83% 0.9
Multi-Layer Perceptron 60.33% 0.72
Support Vector 54.87% 0.81

Results, in Table 3, showed an improvement for the Decision Tree model
which gained approximately 3.7% R? and improved RMSE by 0.05. With
the addition of these sums, we believed that the unit variables had become
redundant and could reduce the performance of the models. We first
attempted to remove all unit variables whose cumulative values had been
added (the four delta variables, compliance, and dissonance). Unexpectedly,
we observed no deterioration or improvement in results (with the Decision
Tree: R?2 = 68.32%, RMSE = 0.68). To try to improve the results, we
then re-added the compliance and dissonance variables, which improved
the Decision Tree model results (R* = 69.92%, RMSE = 0.66). By adding
only the deltas (without compliance and dissonance), no improvement or
deterioration was observed (R? = 68.72, RMSE = 0.67). In view of these
results, for our next analysis, we decided to remove the four deltas but
kept the associated sums, compliance, cumulative compliance, dissonance,
and cumulative dissonances. We next sought to examine the impact of each
variable on model performance, specifically for the Decision Tree model (the
best model in Round 1 and Round 2).

Third Round

To verify the impact of each variable, we removed them one by one and
retrained the Decision Tree model. We expected the performance of the best
model, R = 69.92% and RMSE = 0.66, to decrease for each variable
removed. Table 4 presents the resulting model statistics and the variables’
removal impact in parentheses.

In Table 4 we observe that the variables id and initial trust have a major
impact on estimated trust. Given the structure of the decision tree model, the
id allows for refinement by branch for each user, which makes it possible to
tailor the prediction to the individual rather than the group. Next, through
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initial trust, we show the importance of anchorage for the model, which
logically allows the model to establish a range of trust associated with the
individual. We then observe a slight improvement for the removal of the
Cumulated Delta Elab and Cumulated Delta Performance variables. This
slight improvement suggests that those features are counterproductive, likely
due to the fact that for those who do not receive them, it is a variable
equivalent to 0 on all lines. In future work, we plan to train models separately
by group and including only relevant features for each group (Liu, 2021)
rather than globally as we did here.

For the remaining variables, we see a slight decrease in performance,
showing that they are still important, although minimal for some, in
estimating trust.

Table 4: Training with the decision tree model with 12 variables as input,
i.e., the 12 variables minus the variable specified in the “Without”

column.

Without R? RMSE
Group 67.8% (-2.12%) 0.68 (+0.02)
Measure 69.16% (-0.76%) 0.66 (+-0)
Id 60.68% (-9.24%) 0.76 (+0.1)
Cumulated DLast 68.59% (-1.33%) 0.67 (+0.01)
Cumulated DFirst 67.9% (-2.02%) 0.68 (+0.02)
Cumulated DElab 70.51% (+0.59%) 0.65 (-0.01)
Cumulated DPerf 70.39% (+0.47%) 0.65 (-0.01)
Dissonance 68.25% (-1.47%) 0.68 (+0.02)
Cumulated Dissonance 69.18% (-0.74%) 0.67 (+0.01)
Compliance 67.72% (-2.2%) 0.68 (+0.02)
Cumulated Compliance 68.74% (-1.18%) 0.68 (+0.02)
Initial Trust 51.97% (-17.95%) 0.84 (+0.18)

SYNTHESIS OF RESULTS AND CONCLUSION

The present study investigated quantitative modeling of trust evolution in a
visual search experiment where human participants were aided by Al-based
recommendations. We trained six types of regression machine learning
algorithms to estimate declared trust level (1 to 7) with ten key variables as
inputs. Other variables were considered but did not show significant results
with trust in Al, such as initial decision time and final decision time. Findings
in a first round of training highlighted the decision tree and the random forest
models, giving an R? of 64.9% and an RMSE of 0.72 for the decision Tree.
However, given that the data points involved a history of successive trials,
we attempted in a second round to add a cumulative memory variable for
six of the key metrics (the four deltas, compliance, and dissonance) while
removing the four non-cumulative deltas to avoid data redundancy. These
modifications allowed us to achieve an R? of 69.92% and an RMSE of 0.66
with the decision tree while we observed a drop in the random forest model’s
performance.
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Finally, this study shows that after removing two unnecessary variables, the
Feedback-Based Dynamic Trust Model achieved a final predictive accuracy
of 70.41% R2 and a RMSE of 0.65.

Despite interesting and encouraging results on these regression models, we
are aware that our approach of using cumulative sums to act as memory
could be replaced by more complex autoregressive models designed for time-
series data. That is why, in our future work, we will use models with native
temporality management such as LSTM, HMM, vector autoregression, or
ARIMA. Additionally, models will be trained per group, or per user, as in
Liu (2021), rather than globally. New dependent variables for trust modeling
relative to Al trustworthiness will also be considered, such as under-trust,
calibrated trust, and over-trust.
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