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ABSTRACT

Between 2015 and 2025, researchers conducted randomized and quasi-experimental
trials to investigate whether Al chatbots can reduce perceived stress in adults. These
interventions typically delivered CBT, mindfulness, or positive psychology techniques
through mobile or web-based platforms. Stress was most commonly assessed using
the Perceived Stress Scale (PSS); few studies included physiological measures such
as HRV. A review of 34 studies (29 RCTs, 5 quasi-experiments) across diverse popula-
tions, such as students, healthcare workers, older adults, and individuals with chronic
ilinesses, revealed that most interventions lasted between 1 and 16 weeks. About
half of the trials reported significantly greater stress reductions in chatbot users com-
pared to controls, generally with small to moderate effect sizes. The remaining studies
showed no significant differences. Several studies also reported meaningful improve-
ments in anxiety, depression, or coping self-efficacy, even when stress effects were
minimal.The findings suggest that the efficacy of chatbots for stress reduction is mixed
and context-dependent, likely moderated by factors such as population, intervention
design, and engagement level. Chatbots are seen as promising, scalable tools for stress
management; however, future trials should include standardized outcomes, objective
stress markers, and longer follow-up periods to better understand their sustained
impact.
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INTRODUCTION

Chronic stress is a widespread issue among adults and young adults, con-
tributing to anxiety, depression, and adverse physical health outcomes.
Traditional stress-management methods such as counseling, CBT, and mind-
fulness training are effective but often inaccessible due to cost, stigma, and
limited availability (Fulmer et al., 2018). In the past decade, Al conversa-
tional agents (“chatbots”) have emerged as scalable tools for delivering
psychoeducational and therapeutic content through naturalistic dialogue
(Fitzpatrick et al., 2017). Early studies (2015-2020) indicated potential ben-
efits for mood and anxiety, prompting further investigation into their impact
on perceived stress (Fitzpatrick et al., 2017).
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Stress outcomes in these trials are primarily measured using the Perceived
Stress Scale (Cohen et al., 1983), the DASS stress subscale, or visual analog
scale. Notably, no trials from 2015-2025 included physiological measures
(e.g., HRV, SUDS), underscoring a reliance on subjective assessment.

The growing literature since 2020 includes RCTs testing chatbot efficacy
across populations and platforms. This review synthesizes findings from
2015-2025 to determine whether Al chatbots significantly reduce stress, and
under what conditions. Key questions include the magnitude of stress reduc-
tion, the role of therapeutic modality and population, and the impact on
secondary outcomes such as anxiety, coping, and engagement.

BACKGROUND

Chronic stress impacts mental and physical health, increasing risks of
conditions like anxiety, depression, and heart disease. Despite effective
treatments like CBT and MBSR, barriers such as cost, access, time, and
stigma limit utilization, widening the global treatment gap, especially
among young, marginalized, and student populations. Digital mental health
tools, notably AI chatbots, offer scalable, interactive support that simu-
lates human conversation, delivers personalized feedback, and facilitates
self-guided exercises anytime and anywhere. Early research (2015-2020)
suggested chatbots may improve mental health outcomes, with recent
studies (2020-2025) exploring their potential to reduce stress via cognitive
restructuring, mindfulness, and behavioral techniques. Results are mixed,
often relying on self-report measures like the PSS with limited biomarker
data, making it hard to assess long-term impact. This meta-analysis reviews
randomized and quasi-experimental studies (2015-2025) on Al chatbots’
effectiveness in reducing perceived stress in adults, aiming to clarify their
efficacy and key moderating factors.

METHODS

A comprehensive literature search was conducted for studies published
between January 2015 and October 2025. To ensure broad coverage, both
keyword-based database queries and a semantic search engine were utilized.
The primary search query was: “Effect of Al conversational agents (chat-
bots) on stress reduction (measured by PSS, SUDS, or HRV) in adults and
young adults, 2015-2025, randomized or quasi-experimental.” Searches
were performed on PubMed, PsycINFO, and Google Scholar using combina-
tions of terms such as “chatbot,” “conversational agent,” “stress reduction,”
“Perceived Stress Scale,” “randomized trial,” among others. Additionally,
reference lists of relevant reviews and meta-analyses were hand-searched to
identify any studies that may have been missed.

Two independent reviewers screened titles and abstracts against predefined
criteria, resolving discrepancies through discussion. The review focused on
studies with adult or young adult participants (>18 years), including college
students, working-age adults, and older adults. Interventions targeting
minors were excluded for population consistency.

Eligible interventions used an Al-driven conversational agent (chat-
bot) as the main component of stress or mental health programs. These
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chatbots delivered therapeutic or wellness content, such as cognitive
behavioral therapy, mindfulness, or coaching, via text or voice and were at
least semi-automated. Deliveries could be standalone apps or embedded in
messaging platforms, but not entirely therapist-led.

Studies included if they had a control or comparison group, like wait-
list, treatment-as-usual, or active controls (e.g., info websites or other apps).
Quasi-experimental designs needed a comparison cohort. Studies must
include at least one validated stress measure, commonly PSS, SUDS, HRYV,
DASS-Stress, or visual ratings. Studies measuring only anxiety or depression
without stress were excluded.

Only RCTs or quasi-experimental studies with a comparison group were
considered; observational or uncontrolled studies were excluded for rigor.
The review covered publications from 2015-2025 to track chatbot evolution
from rule-based to large language model systems.

A total of 34 studies (29 RCTs, 5 quasi-experiments) met the criteria for
full review. Two meta-analyses from 2024-2025 were also examined. The
selection process is summarized in a PRISMA diagram.

Records identified through database
searching (n = 431)

v

Records after duplicates removed and
screened (n = 350)

v

Records excluded (n = 210)

v

Full-text articles assessed for
eligibility (n = 140)

v

Full-text articles excluded (n = 106)

v

Studies included in meta-analysis (n =
34)

Figure 1: PRISMA flow diagram of study selection (2015-2025).

Data Extraction

For each study, key info on design, population, intervention, outcomes, and
engagement was extracted. Design variables included trial type (RCT or
quasi-experimental), sample size, attrition, blinding if relevant, and analysis
approach. Participant details covered population type (students, employees,
patients), age, gender, and inclusion criteria like high stress. Intervention info
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listed chatbot name, platform (app, web, messaging, voice), therapeutic style
(CBT, mindfulness, etc.), dosage, and automation level. Control conditions
noted (waitlist, active, usual care). Primary outcomes involved stress mea-
sures (PSS-10, PSS-4, DASS-Stress, visual scales), with baseline, post, fol-
low-up data, differences, p-values, and effect sizes. Secondary outcomes like
anxiety, depression, coping, well-being, loneliness were recorded. Engagement
metrics and user feedback were also included documented.

Data Synthesis

Due to substantial heterogeneity in populations, interventions, and reporting,
a formal meta-analysis was not conducted. Instead, we present a descriptive
synthesis of study outcomes. Figure 2 shows individual effect sizes (Hedges’
g) for chatbot interventions targeting stress. Several studies (e.g., Ulrich et al.,
2023; Ly et al., 2017; Six et al., 2025) demonstrated moderate reductions in
stress, while others reported null or minimal effects.

All effects were interpreted using standard benchmarks (Cohen’s d; 0.2 =
small, 0.5 = medium, 0.8 = large). This approach highlights the range and
variability of outcomes without imposing a pooled estimate.

RESULTS

Of the 34 studies, 29 were randomized controlled trials and 5 were qua-
si-experimental. Most RCTs were individually randomized, with sample sizes
from fewer than 30 in pilot trials to over 300 in larger studies (median ~100).
Participant blinding was often not feasible due to the interactive nature of
chatbot interventions; some studies reported blinding of outcome assessors
or analysts. The studies involved diverse adult populations. About one-third
(n = 11) focused on university students, who tend to report high stress and
are familiar with digital tools. Six studies recruited community adults, three
involved young adults in stressful situations like post-cancer recovery, and
three targeted employees or older workers, including those over 55 with anx-
iety. Two studies focused on older adults, often using embodied agents for
engagement. Two trials recruited women, such as primary care patients or
women with war-related anxiety. Other groups included healthcare profes-
sionals, chronic illness patients, parents, and those with subclinical anxiety
or high stress.

Intervention Types and Platforms

Interventions displayed diverse methods and technology. Thirteen chatbots
focused on CBT, addressing cognitive restructuring, behavioral activation,
problem solving, and thought reframing. Seven employed mindfulness or
MBSR, guiding meditation and breathing. Three centered on positive psy-
chology, like gratitude journaling and optimism. Recent work with large lan-
guage model chatbots (7 = 4; 2023-2025) utilized GPT-3.5 or GPT-4 for
natural dialogue, including preoperative anxiety education and self-compas-
sion exercises. Delivery methods included mobile apps (14), web platforms
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(10), messaging apps (e.g., Facebook Messenger, WhatsApp, 5), and embod-
ied agents (3D avatars, digital humans, 2). Program durations ranged from
single sessions to 8-16 week interventions; some included daily check-ins,
others were self-initiated or fixed (e.g., 12 sessions over 6 weeks).

Ulrich et al. (2023) ——
lyetal (2017)p ————¢———

Six et al. (2025) —_—

MacNeill et al. (2024)
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Nelekar et al. (2021)

Loveys et al. (2021)
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Figure 2: Forest plot of Hedges’ g effect sizes for Al chatbot interventions on stress.

All studies included at least one stress measure, mainly the Perceived
Stress Scale: 6 used PSS-10, 5 unspecified PSS versions, and 3 used PSS-4.
Some used stress subscales from broader measures (e.g., DASS-21) or visual
analog scales. None used SUDS or HRV as primary outcomes, relying on
subjective self-reports. Many studies included secondary outcomes like
anxiety (GAD-7), depression (PHQ-9), coping, resilience, and well-being for
broader intervention assessment.

Number of Studies

CBT-Based  Mindfulness-Base#lositive Psychology LLM-Based

Figure 3: Number of studies by chatbot intervention type (2015-2025).
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Primary Outcomes: Stress Reduction Efficacy

Evidence for chatbot-based stress reduction is mixed. About half of controlled
trials showed significant stress reduction, while others found no effects. Effect
sizes ranged from small to moderate. Several RCTs reported meaningful
stress reductions: Ulrich et al. (2023) found a medium effect (d ~ -0.6) with
a CBT-based chatbot; Ly et al. (2017) saw short-term stress drops with a pos-
itive-psychology chatbot, effect sizes from small to large (d = 0.14-1.06); Six
et al. (2025) observed within-group improvements. Conversely, some trials
found no significant effects: MacNeill et al. (2024) saw no differences after
four weeks of a CBT chatbot in adults with chronic illness, despite anxiety
and depression improvements; Schillings et al. (2023) found no meaningful
difference in a three-week mindfulness chatbot trial (b = -0.018, p = .956);
Gardiner et al. (2017) and Bennion et al. (2019) reported minimal differences,
possibly due to measurement or placebo effects. Overall, chatbot interven-
tions show potential for short-term stress relief but have inconsistent results
across populations and modalities.

Short-Term vs Long-Term Effects

Some interventions produced short-term stress reductions that did not per-
sist over time. For example, Maciejewski & Smoktunowicz (2023) found a
modest effect (d = —0.33) favoring a self-efficacy chatbot (“Stressbot”) at
three weeks, but this difference disappeared by one-month follow-up. This
pattern of early gains followed by attenuation was observed in several trials,
suggesting that sustained engagement or booster content may be required to
maintain effects.

Across studies reporting effect sizes (n = 10), effects ranged from negligible
(d = =0.13) to moderate (d = —0.6), reflecting considerable variability. Small
or nonsignificant effects were reported by Nelekar et al. (2021) and Loveys
et al. (2021), while moderate effects favored chatbots in Ulrich et al. (2023)
and several pilot studies. Notably, no study found evidence of adverse stress
effects, at worst, chatbots showed no difference from control, indicating
acceptable safety in this context.

Many trials assessed mental health outcomes like anxiety, depression, and
coping. Chatbots often improved anxiety and depression, even when stress
effects were nonsignificant. For example, MacNeill et al. (2024) saw reduc-
tions in GAD-7 and PHQ-9 among Wysa users despite no change in PSS.
Wang et al. (2024) reported moderate effects on depression (d =~ 0.71) and
loneliness (d = 0.60) in stressed students, while Young (2025) found GAD-7
reductions up to d = 1.18 with an Al mental health app. Reductions in anxi-
ety were observed in Liu et al. (2022) and Sturgill et al. (2020). These suggest
chatbots may alleviate stress indirectly by improving mood and worry.

Two recent meta-analyses shed light on chatbot effectiveness. Zhong et al.
(2024) analyzed 18 RCTs on anxiety and depression, finding small but sig-
nificant effects favoring chatbots immediately after intervention (4-8 weeks),
which faded by three months—indicating benefits rely on ongoing engage-
ment. Data on stress are limited. Lau et al. (2025) found no significant effect
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of Al psychotherapeutic interventions on stress, though benefits for depres-
sion and anxiety are consistent. This suggests stress reduction may depend on
intervention type, context, or measures adherence.

DISCUSSION

This review shows Al conversational agents as promising stress tools, with
effectiveness varying across groups. University students and community
groups benefit more, likely due to digital familiarity and lower stress; clin-
ical groups show smaller effects. Older adults may benefit from voice or
embodied agents. Structured approaches like CBT or MBSR over weeks tend
to be more effective than brief interventions. Effectiveness relies on dosage
and engagement; highly engaged users have better outcomes. Null results
often stem from short exposure or high dropout, emphasizing the need for
sustained interaction.

In some studies, both chatbot and control groups showed similar improve-
ments, suggesting expectancy effects, increased self-monitoring, or the
effectiveness of active controls like health information. This points to the
need for more robust comparison groups and engaging chatbot designs.
Stress measurement often relies on subjective self-reports (e.g., PSS), which
may miss short-term or physiological changes. Adding objective measures
like HRV and long-term follow-ups can better determine if chatbots provide
lasting benefits.

Between 2015 and 2025, the landscape shifted from rule-based bots
to large language model (LLM) systems. Newer chatbots may offer more
natural, empathetic interactions, but rigorous trials are limited. Future
research should compare these systems to earlier models and explore how
personalization affects outcomes.

Limitations include small sample sizes, brief follow-ups, and heterogeneity
of interventions, which prevent meta-analyses but ensure transparent report-
ing of findings.

Practically, mental health chatbots offer low-risk, scalable support as early
intervention tools or adjuncts. They cannot replace professional treatment
for severe or persistent stress. Future research should identify active chatbot
components, standardize measures, incorporate physiological data, assess
long-term effects, and compare with human-delivered programs. As Karhiy
et al. (2024) suggest, chatbot-guided mindfulness may match human coach-
ing, but larger trials are needed.

Theoretical Implications

The pattern of chatbot effects aligns with psychological models. Most
interventions, based on cognitive-behavioral frameworks, provide cogni-
tive restructuring and behavioral exercises, explaining the consistent mood
improvements (e.g., anxiety and depression). However, the minimal effects
on stress suggest chatbots don’t target acute stress-coping mechanisms like
relaxation or physiological downregulation. They act as synthetic support
agents offering appraisal, informational, and emotional support, aligning
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with stress-buffering and parasocial theories. Overall, chatbots effectively
support cognition and emotion but may need explicit stress-regulation fea-
tures (e.g., relaxation, mindfulness) to reduce stress levels.

Practical Implications

Chatbots can support mental health care, especially for mood issues. Their
easy access through messaging apps helps reach those avoiding traditional
therapy due to cost, stigma, or access issues. Surveys show up to 22% of
adults have tried chatbots, with nearly half willing to, highlighting their out-
reach potential. Clinicians may recommend chatbots for psychoeducation,
self-monitoring, and early symptom management, saving therapist time for
complex cases. Clear safeguards are vital: chatbots lack human judgment
and can’t detect crises reliably. Backup resources, like hotlines, should be
available, and users must know their limits. Developers and health systems
should prioritize privacy, safety, and user education to ensure responsible
use. Overall, chatbots provide 24/7, stigma-free support that can expand
reach but should complement, not replace, professional care.

Framework Advantages

Mental health chatbots’ main strength lies in their use of evidence-based
frameworks, especially CBT, allowing structured, repeatable interventions
like cognitive reframing. They enable personalization and scalability by
adjusting language, timing, and support while tracking mood and engage-
ment. Many incorporate strategies like mindfulness and journaling, sup-
porting multi-modal engagement, with about 90% of studies grounded in
psychological theory, enhancing validity. Technological advancements, such
as NLP and AI, make interactions more responsive and flexible, broadening
reach and personalization beyond traditional therapy.

Limitations and Future Directions

These findings should be approached with caution due to limitations such as
small, heterogeneous trials often lacking blinding, control groups, or stan-
dardized stress measures. Only 17% focused on stress as a primary outcome,
reducing confidence in stress results. Self-reported data and diverse chatbot
types complicate interpretation. Long-term data are limited. Future research
should use larger RCTs with clear stress outcomes, standardized tools, and
longer follow-up. Mechanistic and moderator analyses can clarify interven-
tion effects. The potential of generative Al chatbots is promising but needs
further study. Ethical, cultural, and safety issues like privacy, crisis response,
and inclusivity must be addressed for responsible use.

Addressing the Intervention Finding

Refining chatbot content and deployment is vital for practical use. Given
the weak effects on stress, future designs should include explicit stress-man-
agement features like mindfulness, breathing exercises, and problem-solving,
similar to models like “Mylo.” The stronger mood effects imply chatbots
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are best as preventive or early-stage tools, especially for those with mild
symptoms, with clear escalation to professional care if needed. Engagement
depends on empathy and responsiveness; users disengage with impersonal
replies. Improving natural language understanding, adding feedback loops,
and personalizing interactions can boost retention and effectiveness.

Broader Impact

Conversational Al could broaden mental health support by offering afford-
able, 24/7, anonymous help, reaching underserved groups like rural residents,
shift workers, and veterans. This may reduce stigma and meet rising demand,
as nearly half are willing to try a chatbot. However, ethical and equity issues
exist: many chatbots lack safety standards, mishandle crises, give misleading
feedback, or lack accountability. Privacy, bias, security, and access dispari-
ties are risks, worsened by digital literacy, language, and infrastructure gaps.
Strong governance and regulation are needed. Developers and policymakers
should ensure evidence-based design, monitoring, and crisis protocols. With
proper oversight, chatbots could democratize mental health care; without it,
they may harm.

CONCLUSION

Al conversational agents from 2015-2025 show potential in reducing per-
ceived stress in adults, though results vary. About half of controlled studies
report significant stress reductions with chatbots, while others see no clear
benefit. They seem effective at improving mental health outcomes like anx-
iety and depression, sometimes alongside modest stress relief. Mixed find-
ings may be due to engagement, design, and measurement differences. As
chatbots become more advanced, they may become more engaging and per-
sonalized, possibly enhancing stress reduction. Currently, they work best as
part of broader stress management. Larger, longer-term studies, including
meta-analyses, will be needed to confirm their effectiveness. For now, chat-
bots can help some users under specific conditions but are not a univer-
sal solution. Careful design emphasizing evidence-based content and user
engagement is key reduction.
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